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1. Introduction and Summary

This report describes the research activities in the Information Systems

-
e,

Laboratory (ISL) at Stanford Universty on Distributed Sensor Networks (DSN) . Our

effort ls\part of a h_participatio 2veral
contractors, ')The objectives are to develop new and innovative signal processing
and computer network tec.niques with applications to systems employing
multiple sensors for target surveillance and tracking. Such systems would be
composed of sensors, processors, and data bases distributed throughout an area,
interconnected by a suitable communication system. The system will serve a
user-community that is also distributed and connected to the same communication

system.

A basic premise of our approach is that most of the currently available signal -
processing algorithms are not well suited to the DSN problem because of their
highly cenirslized structure. The straightforward application of standard
techniques in the context of distributed networks leads to ad hoc, sudboptimal
designs. We .cel that it is essential to ha\_re a more careful look at the basic
requirements for developing and implementing distributed algox;ithms. Our
preliminary conclusions were that improved system performance and a more
natural system structure will result if innovative signal processing modules will
be used: new analytical and computational techniques have to be developed and
used in the DSN design, rather than trying to adapt this problem to standard
solutions, Accordingly, the major emphasis of our research effort to date has been
the development of novel signal processing algorithms which are especially suited

to the DSN. ( e B

The impact of these optimal distributed algorithms on the overall network

design was also addressed. This effort is currently in the developmental stage, but

some very promising preliminary results have already been obtained.
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DSN System Structure

The Distributed Sensor Network contains various classes of sensors and is
required to provide different categories of user information. Therefore, the DSN
system must have a collection of signal processlhg modules which can be used in
different combinations according to the sensors adopted and the type of

information requested.

Another feature of the DSN is the wide range of data rates appearing in different
system components: from the wideband "raw" sensor data to the relatively low
bandwidth summary information required by the user. A related aspect is the '
communication bandwidth requirements between different system components. A
local set of sensors may have to exchange high-rate data to perform the necessary
signal processing (e.g. cross correlation); sensors from separate regions may only
need to exchange low-rate target parameters (e.g. bearing and range estimates) to

) generate location/velocity estimates. Finally, the communication between the user

and the network may be at even lower rates,

*This type of basic consideration has led us' to a hierarchical sysiem structure,

where different levels have different signal processing modules,

At the top are the user entry points and inter-user communication. The
interface between the user and the network also includes more complex functions

such as combining and synthesizing data sets provided from different regions.

At the next level are the regional processors which can assemble the answers to
user questions required on a local level: e.g. combine bearing measurements from

several data sources to give target location estimates.
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Parameter-list processing is the next lower level in the system. Here, some
initial target parameters are processed to provide higher quality information. For
example: time-difference-of-arrival (TDOA) information {s translated into
range/bearing estimates, This level performs relatively complex computations, so
as to provide the regional processor with easily usable data, Different

parameter-list processors will communicate at moderate data rates.

It should be noted that the proper choice of parameters to be used by this
processor (both input and output) has a major impact on system performance and
communication/computation cost. An important part of our work was devoted to
developing and ideniifying appropriate parametrizations for the target location

problem,

At the lowest level are the front-end processors which operate directly on the
"raw" sensor data. These processors provide relatively low quality target data
parameters which are then processed by the parameter-1list processor. Local sensor
sites may need to communicate at high bandwidth to compute these parameter

estimates, The sensor together with its front-end processors can be thought of as a

single "smart sensor" unit,
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Signal Processing Modules

The ISL project group has been responsible for a number of novel theoretical
developments in the area of algorithms for signal processing, estimation -

identification and control. We have applied these approaches to the development of

several signal processing modules, which will provide the components for the DSN

system described earlier. These include:

- Real-Time ARMA and Delay-Differential System Modeling.
This is a new approach which provides a unifying framework to

multi-target bearing and spectral signature estimation.

The Linear Equation Approach to the Target Location Problem.
Our approach provides efficient algorithms for computing target

location from time-of-arrival differences, in a distributed fashion.

Distributed Kalman Filtering Algorithms.
Some ideas from scattering theory were used to derive new distributed

versions of the Kalman filter applicable to the target tracking problem.

Image Reconstruction Techniques.
Algorithms which were developed to reconstruct images from projections
(e.g, for computer assisted tomography, in medical applications) are
used to estimate target location from lists of partial target information

(e.g. bearing only or range only).

- Event Detection.
An innovative approach to handling inordinate amounts of sensor data, this
class of algorithms identifies significant "events" in the data (e.g.

appearance of a new target, or change of course of a target under track),

R T ‘._'.h.‘q.'-'.'.'~".' .
- e e e e A, - P

. - X ot . Ce v Ct .
. SR S TN ST N AR R ’..\;.:..A - ...'.._ ..._'.." -

P N P O I R B P T - et T .
LIPSIPOUITR JPNCIR I SR, N SR W, ) G ST S WU P G TR T S T T S, S L AP M

.........




huseie s andhiit ot A B L i o TRV TR ER TV R s S TR EN I TS CRMEN PV R T R P ey ey re 1"Wmmm

and limits the processing effort to the neighborhood of these events.

- Two- and Three-Dimensional Signal Processing.
This is a mathematical framework which treats the target location problem

as a multi-dimensional imaging problem.

The rest of this report contains:

(1) A more detailed description of our overail approach to
the distributed sensor network organization, section 2:

Distributed Sensor Network Design.

(ii) An overview of the signal processing modules which have been
developed or are currently under development, These modules
are the building blocks of our DSN system design, section 3:

Signal Processing Modules for DSN.

(111) A collection of three papers presenting the détails of some

of our processing modules:

A System ldentification Approach to Locating Spatially

Distributed Targets.

Source Location from Time Difference of Arrival:

A Linear Equation Approach.

Distributed Algorithms for Estimation and Detection.

.......................................
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2. Distributed Sensor Network Design

The detailed design of a sensor network depends intimately upon the choice of
sensors, the characteristics of the input signals, and the specifications of the output
requirements. Thus, only the outline of a system will be proposed. Several classes
of sensors will be considered, and alternative algorithms will be introduced, to be

selected later depending upon the characteristics of the input signal.

An important caveat is that this is our current best guess at an organizatidn for
such a network, based upon our recent work in multichannel and distributed
algorithms. Some aspects of this design are well understood, others are very poorly
understood. For example, performance bounds of individual algorithms can be
readily obtained; the interactions and overall performance of systems of
algorithms, however, are much harder to predict, In addition, the proposed

partitioning into modules may be obviated by future work.

Figure 1 presents a preliminary system organization. User output consists of
target location and, perforce, target detection, [ Othq; target information, such as
reflection coefficients, acoustic spectra, etc., will also be available as secondary
results.] Input derives from three classes of sensors; omni-directional,
single-dimensional, and multi~-dimensional. Omni-directional sensors are rich in
information content but provide only indirect location data, The
single-dimensional sensors provide, for example, range-only or bearing-only
information. This information must then be integrated into the data from the third
class of sensors, which provides location information (e.g., range and bearing)

directly. The integration process should take into account that measurements have

varying error probability distributions or, in the worst case, are erroneous.

St e e
TS
et

) . LS

Lt e " at . .
falala b in’




S ENS O RS

J
L B}

Omni-Directional  Single-Dimensional Multi-Dimensional

Front-end Processing

Parameter List Processing

Regional Processing

User Interface

|

source parameters
(e.g. signatures,
LOCATION reflection coefficients)
( position, velocity, etc.)
\

v
U SER




The processing can be partitioned into four stages: front-end sensor processing,
parameter-list processing, regional processing and the user interface. Front-end
processing transforms raw sensor data into target paramters suitable for refinement
at later stages. For example, the omni-directional sensor processors could provide,
as output, range, bearing, or time-of -arrival (TOA) information. This step iypically
requires tight, high-bandwidth coupling between sensor processors if, for

example, cross-correlation is required.

The parameter-list stage accepts lists of target-parameters as input and produces,
as output, components of the location. This processing step typically requires
information from a local neighborhood of sensors; a good example would be the

synthesis of target location from time-of-arrival input,

At the third stage, information from regional groups of sensors i{s combined. The
regions may be large, and the information is typically imperfect and redundant.
The final stage then integrates all information into an output desired by the user

community,

Front-End Processing

Much of the front-end processing is best described in the context of developing
an algorithm, such as the Extended Kalman Filter, which cuts across many stages of

ssing. As shown in figure 2, however, the front-end processing required for

om. lirectional sensors can be considered as an integral unit,

W 1@ frequency-wavenumber block -- which produces, as output location
infor mation -- and the long-baseline cross-correlation (without pre-whitening) --

which produces time-difference-of-arrival (TDOA) data -- were presented by

Lincoln Laboratories in their initial strawman proposal (Lincoln {78]).
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The ARMA modeling block (see Section IV and Appendix B of [FM]) is a
refinement and unification of these approaches, Using high-re#olution, spectral
estimation (maximum .i%elihood or maximum entropy techniques) would refine
the data provided by the strawman algorithms. More precise bearing and TDOA data

will be available, as well as a host of other auxiliary parameters.

The fourth biock (see also figure 3), using ladder forms, begins with a data
compression stage. - Each sensor's data is processed independently to detect
discernable changes in the data (events). compression is a two step procedure: first,
the data passes through ladder-form filters which identify and locate changes,
producing a log-likelihood function; second, an event detector scans this function,
looking for significant events and thereby generating TOA data. If the events are
precise enough this data can be combined trivially to get TDOA information;
alternatively, the raw-data near the event can be exchanged among sensors and a
multi-channel ladder-form filter can be used to generate a joint log-likelihood

function, and TDOA information thereby.

[ The existence of "events" or similar si.gnal characteristics is largely an
unexplored question at this moment. Pre'lirrilnary anal}.'sis of Avarious signal signal
sources has shown that speech and certain other acoustic signals display "events"
(in speech these could be either )losive sounds or voiced speech). The recent
availability of our efficient recursive ladder-form algorithms enabled the

"discovery process” of such events, ]

These four algorithms, which convert omni-directiorial data into components of
a location vector, can be compared along several dimensions: the expected
characteristics of the input signal, the accuracy required in the output, the

bandwidth required for inter-sensor communication, and the algorithm's

amenability to distribution,
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The frequency-wavenumber processing of local arrays of sensors, as proposed by
Lincoln Laboratories, is a good example of an independently distributed algorithm
that requires minimal communication between sensor sites, The FFT approach,
however, has several drawbacks, since information {s thrown away
(cross-correlation data) and since the resolution is limited because of the effect of

windowing and finite record length.

Long-baseline cross-correlation, in contrast, distributes very poorly, and

requires very high inter-sensor communication bandwidth. Also, for the Lincoln

A Laboratory study, the algorithm produced poor results. Pre-whitening thg data on
- input may improve the output this block, but long-baseline inteferometry
processing will still require high-bandwidth inter-sensor exchange of the raw

data.

The ARMA modeling is an intermediate solution, which replaces both the FFT
and the cross-correlation processes; as would be expected, this approach also

typically requires high-bandwith data exchange. However, these algorlthms'

promise to yield superior results; assumptions concerning periodicity and the noise
spéctrum have not been made, and time-vaf};ing sources can be t-racked. In
addition, and in contrast to FFT and cross-correlation algorithms, ARMA modeling
produces a minimal parameterization (parsimonious output), introducing well

behaved data reduction at this early stage of analysis.

The communication drawback associated with ARMA modeling can be partially
alleviated if we can use Matrix Fraction Description Models (MFD) in the ARMA
block (see section 4). Then, the number of variables communicated is neither a
function of the number of sensors nor of the amount of raw sensor data, but rather

is a function of the needs of the user (i.e,, of later stages of processing).

The fourth block distributes well and promises good communication
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characteristics (as can be seen from figure 3); the compression process implies only
exchanging data about significant events, and possibly the raw data immediately
surrounding those events, The first two stages are independently distributed, and
require no inter-process communication. The output is raw sensor data, but the
event detector only produces packets immediately surrounding statistically
significant events, The final step, the determination of TDOA information, requires
inter-process communication, but if the quality of events is very high, only the
time of the events needs to be communicated; in the worst case, the packets of raw
data would be exchanged, which would still have a comparatively low-bandwidth.
Thus, if these algorithms are applicable to specific instantiations of the DSN
concept, then we will have the high-resolution of an ARMA model with a very
high degree of distribution and comparadbly low communication bandwidth

requirements.

In summary, turning again to figure 2, we see that raw sensor data provides

input to the front-end processors. As output, we receive parameter-list

information, often redundantly: two algorithms provide bearing information,
three provide TDOA data, and several provide target paramters This data, with its

associated error statistics, will be integrated {n subsequent processing stages.

Parameter-List Processing

Given time-difference-of-arrival information as input information, the
traditional algorithm for determining location involves combining results from at
least three sensors to determine the intersection of a set of non-linear curves (see
figure 4), The computational burden of such an approach is extremely high. With

a sufficient number of sensors, however, it is possible to determine the target
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burden, simplifies the problem of distriimting the algorithm, and provides for
graceful degradation as sensors fail. The largely open questions concern the
behavior of these methods in the presence of noise, finding effective organizations
for distributing these aigorithms while retaining robustness, and determining the
communication bandwidth requirements. OQur approach has the potential of
producing algorithms that have very favorable answers to these questions, (see

Section 6.)

Extended Kalman filters are another class of parameter-list processing
algorithms; a basically non-linear problem is continually re-linearized, with all
unknown parameters included in the state. Although these methods are very
popular in current centralized approaches, cooperatively distributed forms with
reasonable communication bandwidths have been difficult to obtain. At the
moment we can only suggest independently distributed approaches that are based

on efficient exchanges of data, coupled perhaps with "event” detectors,

The difficulties with this approach arise because the linearization of the
underlying nonlinear modei and measurement equations obscures the structure of
the generally well understood underlying phy;lcal processes, ‘'Furthermore, the
nonlinearities make a performance analysis of these distributed filters very hard to

obtain,
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Regional Processing

Given information such as bearing-only or range-only data, back-projection is a
well known technique for integrating this partial data into a single framework
that will localize the target position. Intrinsically, this stage of data integration
requires that each processing site have data from a large number of adjacent sites,
i.e. those other sites whose sensors overlap the site in question. At this level,
however, the communication requirements are typically reduced compared to

earlier stages, although the computational burden may be very large.

The important enhancement we propose for this stage introduces error
assessments into the back-projection process, With most sensors, some
measurements have a greater confidence associated with them than others; this
information should be incorporated, especially when using disparate sensor types
or redundant measurements. The thesis of S. Wood [Wood] has analyzed the
applicability and performance of state estimators to this problem. She demonstrated
that significant performance improvements can be achieved over naive techniques,

especially for ill-determined, constrained, or high signal-to-noise-ratio data.

Summary

An outline of possible component blocks for a distributed sensor network with
cooperatively distributed processes has been shown in figure 4. Various
constituent modules have been proposed; the choice of which blocks to implement
in a given system depends upon the sensors available and the characteristics of the
data. Several modules redundantly compute, for example, bearing or TOA
information; only from an analysis of specific applications can we select the

optimal configuration,
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3. Signal Processing Modules for DSN

This section presents a brief summary of the types of algorithms we have
investigated, the results obtained, and the various questions that still need to be
answered. The approaches we have used can be classified into the following

categories:

- Real Time Source Modeling (System Identification, ARMA)

- Constant Source Parameter Models (CSPM)
- Matrix Fraction Description Modeis {MFD)
- Ladder Forms for "Event" Detection, (LLL)

- Multisite Lateration (MSL)

- Distributed State Estimation and Hypothesis Testing (DSE)

- Distributed Information Filters (DIF)
- Image Reconstruction Techniques (IRT)
- Two and Three Dimensional Signal Processing (283-D Systems)
- Partial Differential Equation Models (PDE)
- Delay Differential Equation Models (DDE)

3.1. Real Time Source Modeling

We are investigating a new approach to target bearing (or time-of-arrival)
estimation by using system identification techniques. In this approach the
parameters of an auto-regressive moving average (ARMA) model are chosen for best

fit to the observed time series. If the source is purely autoregressive it can be

shown that the moving average part of the model contains direct information about
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the TDOA, while the auto-regressive part represents the dynamics of the source

process. Thus, identifying a system model provides information about the source

bearing and about {ts spectrum.

Following this observation, we developed a new estimation scheme for TDOA
which has a number of potential advantages over the mdre conventional estimator

structures:

- No prior knowledge of the noise spectrum is required,
since the proposed scheme automatically performs spectral

estimation.

- By adaptively varying the ARMA coefficients to minimize an error
criterion this estimator can handle nonstationary source processes

(time-varying statistics) or moving sources (time-varying TDOA)

- Efficient recursive algorithms are available for computing

ARMA coefficients for vector time series.

In summary, we applied system identification techniques to obtain a
computationally efficient solution to the TDOA estimation problem, using our "fast
algorithms". Other techniques for identifying the ARMA coefficients can be
applied: repeated least squares, generalized least squares, maximum likelihood,

instrumental variables, etc,

\
A major challenge of this approach is to obtain distributed forms of these

algorithms, because of the inherent high complexity and tight coupling within

these algorithms. One of the more promising methods we are exploring is based on

information filter forms and "Matrix Fraction Descriptions" (MFD's), a dual

representation of ARMA models. These forms can take better advantage of the
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inherent physical structure of the source location and characterization problem,
e.g£. the modeling of the "cascade" of source, propagation medium and receivers,
This combination can actually more accurately be described by delay-differential

equations, also a topic under investigation.

One potentially very important feature of these alternative forms is that their
required communication bandwidths will not be a function of the number of
sensors {involved in a DSN but rather the number of sources. This is due to the fact
that these models can separate the source and propagation models effectively. An
other feature is the possible trade-offs, such as storage versus communication. For
example, if in the source spectral information can be made available to the sensors
and estimates are required only relatively infrequently, the number of variables
communicated in the network is again neither a function of the number of sensors
nor of the amount of data gathered at the sensors. In other words the sensor can
effectively concentrate the received data, only communicating data that is of
interest to the user. Section 6 describes some of the forms of distributed algorithms
required for this application. The distributed algorithm for this case would in
addition take advantage of Matrix Fraction Descriptions, that can effectively be

used to provide beam-forming and subsequent optimal filtering.

A detailed description of our results in this area can be found in section 4 of this
report: "A System Identification Approach to Locating Spatially Distributed

Targets."

Ladder Forms for Log-Likelihood Detection

In a separate report on "Fast Parameter Tracking via Ladder Forms" [ML] we are
reporting on the development and applications of ladder forms for on-line

parameter estimation and tracking for single and multi-channel data. One of the
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major "discoveries” made in this report is the appearance of certain likelihood
variables as optimal stepsizes in these recursive algorithms. Their extremely
interesting behavior to jump components or "outliers” in the data create an interest
in these variables in their own right, as well as in the many potential applications.
An innovative approach to handling inordinate amounts of sensor data, these
algorithms can identify significant "events" in the data (e.g. any discontinuity in a
source, such as a change of course of a target under track). These discontinuities
effectively provide a "sample-and-hold" capability to a param.et‘ezj tracking
algorithm, hence limiting the necessary processing effort to the neigﬁborhood of
these events, and providing a "time marking" capability of signals (useful for TOA
estimation). In addition ladder forms are also very useful in data compression in
order to reduce storage and communication requirements, Some of these
applications were explored in the context of speech and other signals, see also
[ML]. An example of processed acoustic data from Lincoln Labs (Lincoln [78]) is
given in figure 5, where the "original” seismic signal during the closest approach
of a fly-by, the i-th reflection coefficient K{i) and the likelihood variable gamma(i)
is displayed. We note that even though the data was highly processed, the
likelihood variable cleariy shows distinct impuise like components or "events",
Also note the change in the signum of K(l), a sign for the change in doppler
frequency from positive to negative. These examples are clearly preliminary

results, but they show the promise of our approach,
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3.2, Multi-Site Lateration (MSL)

Progress has been made on a solution to the multisite lateration problem using
only time-of-arrival measurements which require only solutions to linear
equations. This possibility was announced at an earlier site visit, and has now been
confirmed (see also [Schmidt]). The significance of demonstrating the linearity of
these equations arises because linearity is a sufficient condition for a distributed
form of the algorithm. Any subset of sensors can optimally combine estimates of
source/sensor coordinates, and these estimates can be combined globally using a -
variety of hierarchical organizations, The advantage of the linear equations is their
inherent fail-soft property from N down to 4 stations, i.e., we have an "automatic
re-configuration”, since delayed or even missing measurement beyond at least 4
independent measurements have no catastrophic failare effects. The additional or
missing measurements only raise or lower the confidence in the estimates to some
degree, (Even the 4 station (linear) solution has at least a single non-linear
fail-soft property, i.e. nonlinear solutions can be used If one link fails.) DSN
systems based on "minimal” but nonlinear 3 independent station solutions however

can not fail-soft! A single measurement or link failure can give catastrophic

degradations i.e, a breakdown of the whole system in the worst case, since no \

redundancy would be present, a case that should definitely be avoided!

It i1s perhaps surprising, but not hard to prove by verification, that a linear set

of equations can be given for the Euclidean coordinates of a source given range or

range-difference measurements (or equivalently TOA or TDOA measurements.) The

LTV N
N

fact that the multi-site lateration problem (a set of quadratic equations) can be
t reformulated as a problem of solving linear equations, i{s reminiscent of a similar
E situation In least-squares estimation, where solutions to gquadratic equations
F.'»'.-‘- (quadratic cost) can be obtained solving linear equations (using orthogonal
,. transformations). The multi-site lateration problem has the flavor of an i{nverse
é' least-squares problem. A detailed description of one of our approaches to this
3
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problem can be found in section § of this report " Source Location from Time

Difference of Arrival: A Linear Equation Approach.”

3.3. Distributed State Estimation and Hypothesis Testing

Since many of the estimation schemes are based on state estimation formulation
(e.g. the Kalman Filter), it is important to investigate distributed versions of state
estimators. A simple form of a distributed information filter was presented in the
appendix of our first DSN report. Various attempts have been made in the past to
distribute the Kalman Filter., However, its inherent complexity and the high
interaction between variables makes this virtually impossible, in the sense that
either a lot of communication will be necessary (in a cooperatively distributed
approach) or many variables have to be recomputed locally (in an independently
distributed approach). The information filter form appears at the moment to be
better adapted to distributed computations than the covariance (or Kalman) filter
equations. In some cases, such a brute force implementation or distrtbution might
be unavoidable. However, there are interesting cases where efficient distribution
of the computations can be achieved by taking advantage of .the structure of the
problem, Triangular coupling of subsystems and degeneracies or non-existence of
driving noises leads to efficiently distributed algorithms. Fixed sources or moving

targets with piece-wise linear tracks are all exampies of CSPM's,

An alternative solution is possible if global estimates rarely have to be

computed, or local estimates have to be “synchronized” at a slower rate than the
b';"'l" data that is gathered at the sensors. If these synchronization time points and the
1 organization of sensors for obtaining a global estimate are agreed upon ﬁy the
sensor sites by the time of the start of a new period, we can use our parallel

processing algorithms, (see [Morf, Dobbins, Friedlander, Kailath], [Dobbins]) to

develop essentially independently distributed algorithms that are communication

bandwidth constrained. We can either fix a maximal deviation in the
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error-covariance of all estimates and determine the necessary synchronization
intervals, or we can determine these intervals by fixing the communication
bandwidth and thereby limiting the number of information exchanges necessary to
achieve the global synchronization, The equations can be derived relatively easily
using oﬁr scattering theory approach to least-squares estimation, see e.g,.

[Friedlander]. A detailed description can be found in section 6 of this report:

"Distributed Algorithms for Estimation and Detection.”
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3.4. Two and Three Dimensional Signal Processing

) Our work on two and three dimensional signal processing is characterized by

two efforts,

a) A basic mathematical approach has been developed that is aimed at providing the
proper mathematical tools such as state space models and transfer function or
frequency domain representations. We héve, in the meantime, obtained very basic
results that may have a great potential impact on the problem of obtaining truly
distributed solutions to two and three dimensional signal processing, see [Levy],
(Levy ,Morf]. However, their real significance is still hard to evaluate, partially
because one of the basic results we are hoping to obtain is still missing: a
demonstration of the existence of innovations representations for two and three

dimensions.

- One of our basic results shows that some of the structure of two dimensional

problems are definitely different from three dimensional equivalents. For

example, the idea of implementing filters in a cascade form, very basic in one L
dimen'sion, generalizes (even for multiple channels) to two dimensions; however,
this is not true in three dimensions. This result does not imply that solutions do
not exist in three dimensions, it only points out that solutions in three dimensions
can look quite different from the lower (one and two) dimension equivalents. I

b) As discussed in the Tutorial Survey presented at CMU, one method for estimating

source probability distributions is based on image reconstruction techniques, (IRT).

! The comparatively simple back-profection technique, (see e.g. [Lincoln Lab, CMU

workshop],) does not, however, lead to the best estimate of the source distribution,

but rather to what i{s known in the estimation literature as a special case of the

information state, see e.g. [Wood], More precisely, the information state is the

product of the best estimate times the inverse of the error-covariance: a "smeared
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out" version of the best estimate, The best estimate can be obtained either by
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carrying along the covarlance matrix (recursively) and multiplying the
information state by the inverse, or by recursively computing the best estimate
directly. We showed that the direct approach is equivalent in the continuous limit
to the so-called "convolve and back project” solution, whereas the information
filter approach is a "first back-project then convolve" solution. The latter
currently appears to be more adapted to distributed computations; however, one of
our earlier fundamental results showed that both approaches are linked via an
inversion duality, hence ultimately we might also be able to find efficient
distributed algorithms for the direct form. Both forms generally involve carrying
along a form of the covariance matrix (a matrix with n2/2 entries in general, where
n is the number of variables to be estimated). The memory requirements for a
brute-force implementation of these methods could, therefore, be prohibitive, One

advantage, however, is that no limit on the number of targets is required, since a

spatial discretization is used. This implies that targets are lumped together if they
are within a single spatial "bin", Other advantages of this approach derive from the
linearity of the optimal estimator (for Gaussian distributions), from flexible
distributing computations, robustness of the source distribution estimates, and
"automatic reconfiguration” after sensor losses'. We are still studying the
implications of this approach on computational and communication requirements,
as well as other system parameters, Our recent results in 2-D systems [Levy ,Morf]
are expected to play an important role in this context, in particular in displaying

and exploiting sparseness of matrices for computational and other benefits,

3.4.1 Delay Differential Equation Models

Since sources emit signals that generally have a line spectrum and that

:_'f:-", propagate (i.e, are delayed) through a medium, we can conclude that natural
:;:l‘ mathematical models are systems of delay-differential systems, B. Levy was able to
[Q show in his thesis that in the generic case at least two sensors are required in order
5'.:?::; to be able to observe (or two inputs in order to control) a delay-differential system.,
r-'-.
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This implies that a (generally moving) source can be located from appropriate
measurements of only two sensors, e.g. time and frequency of arrival type
measurements of two sensors can be sufficient for estimating the trajectory of a
source! This is a very fundamental mathematical result; its full impact on the DSN

problem remains to be determined,

We may note that our other approaches that are based on ARMA and MFD models
essentially make use of discretized delay-differential equations, hence their

structure is mherited'by the discretized equivalents.
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.- Abstract
‘ A new framework is presented for treating the problem of estimating the
location of a multiple of point sources from multi-sensor measurements.
.l Estimating the source location is formulated as a system identification problem for
"‘."5 the system consisting of the source and propagation models, It is shown how the
::‘j‘-jﬁ time difference of arrival (TDOA) can be found from the system parameters.:
Features of the proposed approach include: simultaneous estimation of multiple
sources, capability of handling multipath propagation and nonstationarity of the
NG source and noise processes, and simultaneous estimation of the source location and
::::ZT its spectral "signature". The basic concepts are described in detail and some sample
o
heN algorithms are presented. A number of interesting connections between the source
*) location problem and system theoretic issues are presented.
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I. Introduction

In many practical problems it is necessary to determine the location of signal
(and noise) sources from measurements provided by one or more sensors. Typical

applications include:

- Acoustic surveillance systems (e.g., detection of low flying aircraft);
- Seismic arrays for seismic exploration, monitoring earthquakes and
nuclear explosions, or detecting vehicle movements;
- Antenna arrays for radio astronomy or electronic surveillance
(e.g., direction finding);
= Multiple radar systems for detection and tracking.

In the simplest case the sensor outputs consist of amplitude scaled and delayed
replicas of the waveform from the distant source, corrupted by additive noise. One
of the most widely used methods of estimating the location of the source is by
finding the time-difference-of-arrival (TDOA) of the propagating signal to the

> different sensors. It has been shown [1-2] that all the information about the
source location (range and bearing) is contained in these time-odf-arrival

,-‘:‘ differences (TDOA's), or equivalently, in the difference of the sensor/source range

l:‘ for a pair of sensors. In other words, estimating the source location is equivalent in
L‘ some sense to estimating TDOA's for the various sensors.

e

Methods for estimating TDOA, such as maximum likelihood estimators, were
developed by several authors [3-4]. These estimators are usually implemented by
q using one of the following structures:
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(i) A beamformer (with appropriate pre-filtering) followed by a square-law
l device and an integrator,
: (ii) Pre-filtering followed by a multiplier correlator,
q The computations are often performed using Fourier transforms, but time-
':'_f: domain implementations are also quite common. Various suboptimal TDOA
. estimators have also been derived [4]. The TDOA estimator is by no means the only
. method for estimating source location, but it provides a convenient prototype for
;-. our discussion. For details about other approaches, see [5-8].
! These estimators have been successfully used on a variety of applications. There

are, however, certain aspects of the currently used techniques which are

somewhat unsatisfactory. For exampie:

- Most of the estimators are designed to be optimal for the single source
v case. When multiple sources are present they are considered one at a time
(while other sources are thought of as "interference"). In general the

treatment of multiple source proceeded in an 'ad hoc' fashion and there

Q' is a need for a more systematic approach.

\., - The performance of most estimators is degraded in the presence of multipath

propagation.

. - These approaches are highly centralized and do not seem to be easily

:i:: adaptable to distributed processing. The current trend toward using multiple

" micro- and mini-computers rather than a single powerful central computer

. makes it very advisable to develop algorithms suitable for distributed

: processing. In addition to cost effectiveness, distributed systems have
T L e o e T e S I e e e {‘ffff’-'.?';i:{-t'j




other potential advantages like speed and high reliability (survivability).

These and other consideration provide motivation for searching alternative

approaches to the source location problem.

In this paper we introduce a new framework for estimating TDOA's or source
location. The objective of this paper is to outline our approach and indicate some
interesting connections between the source location problem and system theoretic
issues, We limited ourselves here to a general discussion of the issues and deferred

many of the details to later papers.

The basic idea is to use system identification techniques to estimate the
parameters of the system comprised of the source (or sources) and the sensors. The
TDOA estimates can then be easily found (even for multiple sources) from these

system parameters as will be shown in the next section.

The proposed approach leads to new estimator structures, quite different from
the classical beamformer or cross-correlator. This new estimator has a number of

desirable features including:

(i) Estimating multiple-source locations.

The conventional TDOA estimators treat a single source at a time and treat any
other sources as noise or interference. In Section III we will present an optimal

estimator for multiple-sources.

(ii) Simultaneous estimation of source location and its spectrum.
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In many applications (e.g. passive sonar) one wishes to estimate the source
spectrum for recognizing or classifying the source type (i.e. finding its spectral
"signature") or for other purposes. The process of spectral estimation is usually
carried out separately from the source location estimation. In the proposed
approach these two aspects of the problem can be handled simultaneousiy. This
leads to the possibility of using a priori information about the source spectrum to
enhance detection of specific source types while rejecting other source types. In

other word, the approach has a certain built in discrimination capability.
(iii) Capability of handling multipath propagation,

In many cases the source signals find several different propagation paths (with
different delays) to the sensor. These multipath signals are capable of "confusing"
some of the TDOA estimators and degrading their performance., Insensitivity to
multipath propagation is an inherent feature of our approach, as will be discussed

in Section II.
(iv) Tracking moving sources and adaptivity,

Some implementations of our proposed approach (Appendix A and B) are capable
of tracking (even rapidly) time-varying system parameters and therefore capable of
tracking moving sources. Furthermore, these algorithms are capable of performing
optimal estimation (e.g, in the least-squares or maximum likelihood sense) for
nonstationary processes. This is a favorable property since in many applications the

assumption of stationarity does not hold (even if the source s not moving), In fact,
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the adaptive nature of these algorithms makes possible optimal estimation without

prior knowledge of the source or noise statistics.

The structure of this paper is as follows: in Section II the basic approach is
described in detail for the case of a single autoregressive (AR) source. In Section III
the approach is applied to multiple AR sources, and some of the difficulties
involved are discussed. Section IV summarizes possible extensions of our approach
to a more general class of sources ( autoregressive moving-average, ARMA), to

moving sources and to direct estimation of source location (rather than TDOA).

Finally, it should be noted that the emphasis in this paper is on the conceptual
development of a unifying framework for processing multi-sensor multi-source
data, We will not go into the details of deriving the actual algorithms (some of
which are presented in the appendices) or into various numerical and other

practical issues involved in the actual application of such algorithms. These will

be treated in later papers.
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II. A Single Autoregressive Source

To illustrate the basic ideas of our approach we start with the following simple
problem as shown in Figure 1. Two sensors are measuring the signal propagating
from a source located somewhere in the plane. We assume that the propagation
involves only some time delays and attenuation. Thus, the outputs Y1 Yo of the
two sensors can be modeled as:

¥ = xe-Ty) + (o) (1a)
¥olt) = cx(e=Ty) + no(t) (1b)
where T;, T, are the propagation delays from the source to the two sensors, ¢
represents attenuation and ny, ng are independent measurement noise processes.
The time sampled version of these éutputs will be written as:
k) = x(k=Dy) + ny(k) (2a)
¥o(k) = cx(k=Dg) + nolk) (2b)
where
t=k At , Ty« DAt , Ty = Dy At

Note that the delays T, T, are assumed to be integer multiples of the sampling
period. No difficulties arise when T, Tqare non-integer multiples provided that
the sampling period At is properly chosen. This point will be discussed in more

detail later.

The source process x(k) is an autoregressive process of order n, i.e,

n
x(k) « - Z a; x(k=i) + u(k) , (3)

i=]

where u(k) is a white driving process, Taking the z-transform of equation (2) we
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Yi2) = M X(z)+N‘(z) « -0y %(%) + Nl(z) - (4a) .
Vol2) = ¢ 2702 X(2) + Nof2) = ¢ D2 %}(%) + Ny(2) (4b)
where
n .
a(z) = |+ 2 g; 2 (5)

i=]

Written in vector form the transfer function from the driving process u to the

sensor outputsy;, yy is
Y(2) = B(z) X(z) + N(z) = B(z) b'('lz'S U@+ NG (62)
wheré

B(z) » | by2) | = | 27Dy

by(z) ¢ 203 (6b)

Note that the numerator of this transfer function contains the information abtout
the target location (i.e. the TDOA), while the denominator contains the dynamics of

the source process.

This simple example suggests the following method for estimating TDOA: fit an

Eitj:'. ARMA model to the observed time series y(k). That is, find coefficients { q;, B; },
r-*’ where
n n
¥R = = D apykei) + D, Byulk-i) + k) , (7a)
i=] i=1
‘. where ¢(k) is a correlated noise process given by
[ k) = n(k) + 2 o nlk-i) | (70)
: i=]

For simplicity, assume a large signal-to-noise ratio (SNR) in which case (%) is

@ negligible. In other words, iet
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»k) - - 2 a; yk-i) + Z B; u(k~1) . (8)

isl

This assumption will be relaxed in section IIl.

The coefficients { a;, B; } will be chosen to best fit equation (7) in the mean
square error sense, by performing system identification based on the observed
outputs y(k). Then, by examining the numerator coefficients B;, the TDOA can be
found. It should be noted that the numerator polynomial found in this manner
will not be unique, since without having direct measurements of the source x(k)

the absolute delays (i.e. the degrees Dl' Dy of the polynomials bl, by ) can not be

determined. However, the difference in the degrees of the polynomials bl' b2 will
be unique and equal to the TDOA, Am - Dl - Dz, which provides the desired

information about the source bearing.

Consider now the case where multipath propagation is present. For example,

assume that sensor | received a delayed version of the direct signal, as indicated in

Figure 2.

In this case

9i(k) = x(k-D)) + ¢) x(k=D=8;) + ny(k) (9a)

yolk) = ¢y x(k~-Dy) + ng(k) (9b)

where ¢; represents the attenuation ‘he indirect propagation path and 61 its
additional delay. The numerator polynomials in this case will be .
b(z) = P s 2 Dy + 8p) (10a) .

bol2) = ¢ 02 (10b)




Fig. 3. Numerator coefficients,
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Thus, the multipath propagation introduces additional terms in the numerator
polynomials. Note, however, that these additional terms will always have a higher
_degree than the term corresponding to direct propagation, because of the additional
delays involved. Therefore, if we look at the degrees of the first nonzero
coefficient in b,(z), by(2) (i.e. the coefficient of the lowest degree term) we can still

find the TDOA, Alz - Dl - D2 t

To illustrate this procedure, assume that we performed the ARMA fitting on a
given data set {y(k)} and found the numerator coefficients. As plotted in Fig. 3 the
first significant non-zero coefficient of bl(z) is b, 2 and the first non-zero
coefficient of by(z) is 62,4- Thus, the TOA difference in this case is 4 - 2 = 2. The
small nonzero coefficients are due to imperfect modeling because of measurement )
noise, while the fairly large coefficients foliowing bl 2 62,4 are due to multipath

propagation.

Figure 3 also provides an indication of what will happen if the delays are
non-integer multiples of the sampling period: instead of having a single nonzero
coefficient associated with a given delay, we will have two large coefficients
whose relative magnitudes reflect how close the real delay is to the delay
represented by that coefficient. (For example, if 8 A ¢ < T, s (k+1) A t we may

expect both bl,k and bl,(kd) to be nonzero). In other words, as long as the sampling

rates are sufficiently high compared to the bandwidth of the underlying process,

the same approach will work for non-integer time-delays.

This approach can, of course, be easily generalized to the case when there are |

more sensors. In the case of M sensors we have
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Blz) = [ b(2), byf2), . . ., byl T, (11)
Comparison of the degrees of the first nonzero terms of bi(z) and b J-(z) will give the:

TDOA, Ai ji" Di -D i The generaliza@ion to the case where more than one source is

present is more complex and will be discussed in Section III.

Identification Techniques

The discussion so far has illustrated that infromation about the source bearing,
i.e. TDOA, is contained in the coefficients Bi of the ARMA representation of the
observed measurements, The question remains, how to compute these ARMA

coefficients(a;, B;) given a set of measurements { y(k) }y.o g -

This type of problem has been widely studied in the context of estimation and
identification of linear systems. Finding { ¢;, B; } in equation (8) is usually
referred to as "the case of correlated residuals”, A simpler version of this problem is

the following:

Assume that the measurements y(k) are the output of an AR system driven by
white noise u(k)
wR) =~ X a; yk-i) + uR) (12)
1]
Find a¢; which will minimize the mean square error E {{yk) - §(k)]2} where

§(k) - - 2 a; y(k—i). The solution of this probiem is fairly straightforward and
i

typical algorithms can be found in [S-10].
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As can be seen by comparing equations (8) and (12), in the source location

problem (k) is a correlated sequence of random variables. In fact it has the form

n
wk) = D, B;u(k) (13)

i=l

where u(k) is an independent white noise process.

Identifying the system when the sequence of «(k) (also called the residuails) are
correlated is somewhat more complicated, Several techniques have been suggested
to deal with this case, including:

(a) repeated least-squares
(b) generalized least squares
(c) the maximum likelihood method

(d) instrumental variables

For references to these techniques see the survey by Astrom [9]. -
More recently a new approach has been developed by Morf [11-13] which

provides efficient forms of the so-called exact recursive least squares algorithms,

f.e. RML 1 or 2 (see e.g. [14], [15]). These new forms have the added advantages of

computational efficiency and fast parameter tracking capability [16-17]. The last
property is important for tracking moving sources, since the ARMA model
corresponding to such sources has time varying parameters. We will discuss this !

further in section IV,

Another attractive feature of the exact recursive least-squares algorithms is that
they do not require stationarity of the the underlying source and noise process, «
This is in contrast to the type of algorithms which are used {n conventional array

processing where stationarity is often a necessary assumption. Furthermore, these

-~
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algorithms preserve their computational efficiency under nonstationarity, while
other approaches lead to solutions of increased complexity when stationarity is lost

(see e.g.[20-21]).

The details of these (and other) algorithms can be found in the references and
the appendices. It should be emphasized that the significance of the problem
formulation presented earlier (equation (8)) is that it makes it possible to apply any
identification technique to the source location problem. The algorithms presented
in the appendices are merely exampies. A comparative evaluation of different
identification algorithms in the context of the source location problem has not yet
been performed. However, it is our belief at this point that the exact recursive
least squares algorithms are particularly suitable for this application. Further
discussion of these algorithms and simulation results will be presented in future

papers.

The identification techniques mentioned above provide estimates of { a;, B;}. As
mentioned in the introduction the coefficients a; are related to the spectral

"signature" of the source. In fact the power spectral density of the source is given

3
[s i
y ]

:_:Z R - a(z) a{l/z) (14)
e Estimating the spectrum by autoregressive modeling is considered one of the

better spectral estimation techniques (see e.g. [18-18], popularly referred to as

"maximum entropy" spectral analysis). We therefore have reason to expect good

)
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performance from our proposed approach.
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ITII. Multiple AR Sources

In many applications the signals received by the sensors are generated by several
sources. Sometimes we are interested in all of these sources, while in other i

situations only a subset of them is of interest; the others are merely "interference”,

TR 4 v e

For example, suppose we want to detect low flying aircraft, but the sensors also

:: . receive noise from a nearby generator or truck. The method described here is ‘
i capable of simultaneously estimating the bearing (TDOA) of all sources in the area
covered by the sensors. Thus, the existence of point interference sources does not
represent any special problems in this approach., The interference is simply another

source whose parameters are to be estimated. (A good example of "relabeling"

ISP MR

sources appears in the estimation theory explanation of "noise cancelling” discussed
in [17]). In the following discussion we will, therefore, not distinguish between ]

interferers and sources of interest.

Consider an area containing N sources and M sensors (Fig. 4). Each source is

assumed to be of an autoregressive type, i.e,

- - B . L . - T - )
. . AR RN Y T A . : - C . ot P . . Ct et - .t .
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¥
xi(k) = - g a‘-jx‘-(k—j)+ui(k) , = I, ey N (153)
j=1
i_ or written in vector form
n
x(h) = = 3, A k=) + ulk) (15b)
j=
where
)
‘ n = max {n;}
: k) = Lxk), ... . xp()]
)
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Aj - diag{dil} .

Written in the z-transform domain we get

X@) = AU (16a)
where
AZ) = 1 + 2"; Al - diag{AfD)) (16b)
j=1 . : :
Afz) = | + }Z-:l %; ' (16¢c)

In the previous section we have seen that the propagation from a single source to
the M sensors can be represented by a polynomial matrix of dimension M x |, Itis

easy to see that in the multi-source case we can write
Y(z) = B(z) X(z) + N(z) = B(z) A"2) U(2) + N(2) , (17)

where B(z) is an M x N polynomial matrix (and X(z) is an N x | vector of
polynomials). Each coiumn of this matrix represents the transfer function from

one of the sources to the sensors,

Using the same reasoning as before, we may conclude that the i-t4 column of B(z)
provides information about the TDOA for signals generated by the i-t4 source.
Thus, estimating the coefficients of B(z) will essentially solve the multi-source
location problem. Estimating A(z) will, of course, provide information about the

spectrum of each source,

The probiem of locating multiple sources and finding their "spectral signatures"
can, therefore, be formulated as an identification problem of a multi-input (N)

multi-output (M) system, see also Fig. §. All the techniques which have been
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developed for system identification can, at least in principle, be applied to solve this
problem. There are, however, a number of difficulties in the multi-source case,

which will be discussed next,

Matrix Fraction Descriptions (MFD)

In equation (17) we have derived a transfer function of the form
H(z) = B(z) A7X2) . (18)
This type of system representation is called the Matrix Fraction Description (MFD)
of a multi-input multi-output linear system. The properties of MFD have been

extensively treated in the literature of linear systems, e.g. [22-23]. Here we shall

only mention some of the basic facts which are relevant to the source location

problem.

(i) Minimal Realizations and Uniqueness

The MFD representation in equation (18) is clearly nonunique. If T(z) is any

polynomial matrix, we can write
H(z) = B(z) ANz) « (B(z) T(2)) ( Az) T(2))! (19)

i.e. the numerator and denominator matrices can have arbitrary "common factors",

called common divisors in the matrix case. It is useful, therefore, to restrict our
attention to the so-called minimal realization of the system H(z), which is a pair of
matrices 4(z), B(z) which have no more "common factors" and which have in some

sense the lowest possible "order"”. It turns out that the minimal representation of

18,
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the system H(z) is still nonunique. The nonuniqueness is due to the fact that a
minimal representation {4(z), B(z)} can be multiplied by any unimodular matrix U
and remain minimal (i.e. {A(zx}U, B(z)U} is still a minimal -epresentation),
Unimodular matrices are polynomial matrices whose inverses are also polynomial.
They are the analog of a constant multiplier in the single-input single-output case
where a transfer function b(z)/a(z) can be uniquely determined only up to

multiplication by a constantec, i.e. &(z)/a{z) = ¢ b(z)/ca(z).

Nonuniqueness of this type may "mix up" the rows and columns of B(z), making

it difficult to extract the TDOA information. If we assume the sources to be

PP SRR

independent, the denominator A(z) in the source location problem has a very special
structure, namely it is a diagonal matrix. Therefore, if we will choose that

particular minimal realization which has a diagonal denominator matrix, we can

e it b

get a unique MFD representation of the source/sensor system (under some weak

assumptions which will be met in all the applications considered here). In other

PSR WL LI

words, the special structure of the source location problem can be exploited to

£

define a unique representation of the system. 4

[y

NP Ry

(ii) Left and Right MFD's

The form of the transfer function as given in equation (18) is only one of two

basic forms of MFD's. An alternative representation is
H(z) = A\ B2y | (20)

where ;\4(2) is an M x M polynomial matrix and IAB(z) s M x N. (Ax). B(z)) and

( :1(1). §(z) ) are called Right MFD and Left MFD, respectively.
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Note that the formulation of the source location problem leads to a Right MFD.
Unfortunately, the process of identifying an ARMA model leads naturally to a Left

MFD. To see this consider a multi-input multi-output ARMA model of the form,

n n
wk) = - 2 A yk-i) + D) B;ulk- . (21)
i=| i=]

Taking z~-transforms will give

A2) ¥(z) = Blz) Uz) (22)
or

Y(2) = 4°Y2) B2) UG2) , (23)
where

A n . ]

A@) = 1+ 3 A 2h (24)

i=}

and

n n n .

Bz) « 3 Bzt . (25)

i=1

Currently available identification techniques provide ways for estimating ARMA
coefficients and will therefore give estimates of the Left MFD ( A(z), B(z)). In order
to find the TDOA, we will first have to find the Right MFD of the system
( A(z), B(2)), given estimates of the Left MFD. Various techniques for going from
Right- to Left MFD's are available. Recently, some algorithms with good numerical
properties have been reported. Note, however, that in this case we want to go from
a Left MFD to a Right MFD with a specific structure (namely, diagonal A(z)). The
question of how to do this in a reliable and efficient way is not completely resolved

at this time,
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A more direct approach would be the development of estimation algorithms {_»
( 4(2), B()) directly, i.e. identifying the Left MFD. No simple algorithms seem to

be available and further work is needed in this area.

Most of the difficulties mentioned here did not arise in the single-source case;
This was due to the fact that in that case the Left and Right MFD's have a very
~ simple relationship:

H(z) = B2 le@! = a1y 1 B = 4! B (26)

where Iy is the M x M unity matrix, The ARMA model fitting procedure gives

direct estimates of the Left MFD in this case, since

n n
‘H

=l
n n ' :

- - gxe-i) + D Bu(k-i) . (27)
i=1 i=l

In other words, B(z) = ﬁ(z). 3(2) =a{z) ] 3y and A(z) = a(z).

In the previous discussions we assumed a high SNR situation where the
measurement ncise was ignored. It is {mportant to note that the measurement noise
can be embedded in an ABMA model with a higher dimensional output vector, i.e.

n n
yR) = = D A ki) + 3 Byu(k-i) + ek),
i=1 i=l
where

n
ek) = n(k) + % A nlk-D),

i=]

can be rewritten as

n n

yY = = > Ayk-t) + 3 UBy A ) [u(k-)
i=1 i=0

n(k-i)

et C.: w(k=i) , (28)
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where

A

Bg=0, Ag=1 ,Cp-l0 11

The resulting identification problem is that of an ARMA model with a white
driving process w(k) and no measurement noise term. An added complication is the
special structure of the matrix 6i- i.e. the ldentification algorithm will have to
guarantee that the last M columns of &‘- will be identical to the columns of 2‘-. This
requires some modifications of the identification algorithms presented in the

appendices.

It should be noted that the more classical approach of beamforming is naturally
related to theright MFD representation, while the identification approach is related
to the left MFD. In the single source case, beamforming consists of forming an inner
product of the data vector Y(z) with a "steering" vector V(z), to get a scalar signal S(z)
which can then be processed further (e.g. to get optimal detection),

S(z) = V@7 V() = V(@) B(z) X(2)
The steering vector is chosen so that it "removes" the numerator polynomial which
represents the propagation model, i.e. we choose V()" so that
Vi)' B(z) = A
and then the received signal S(z) is just a delayed (with some delay A) version of
the source signal X(z), To see this more clearly, consider the B(z) given in equation

(6b). In that case
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In the multiple-source case V(z) will be a matrix which is chosen so that

W(2)T B(z) = diag | iy . (29)

The numerator polynomial B(z) associated with the steering vector V(z), is that of
the right MFD. Thus, the operation of beamforming can be thought of as finding

the "inverse” of B(z), in the generalized sense of equation (29).

Determining the Number of Sources

In order to perform system identification, we first have to determine the

dimensions of the system, i.e. the number of inputs and outputs. The number of
outputs is, of course, the number of sensors M and is known. However, the
number of inputs is equal to the number of sources N, which may be unknown, or
known only imprecisely. Therefore, it will be necessary to repeat the
identification process assuming different numbers of inputs. By observing the
resultis.g mean square errors (i.e. model fitting errors) the number of sources N can
be estimated. Typically, there will be a sharp drop in the error power (or other

related measures) when the system dimension exceeds N,

The following procedure is, therefore, suggested:

EERADLIAEAS S ey - i

(i) Get an initial estimate of the number of sources. Such an estimate
can be obtained from some preprocessing of the sensor data and

by keeping track of the number of sources entering and leaving the
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p (i1i) Choose the system input dimension to be larger than the estimated

number of sources (i.e. overestimate).

(ii1) Perform system identification and observe the error.

(iv) Decrease the input dimension by 1 and repeat (iii).

(v) Stop when a sharp increase in error is observed. Choose the previous
dimension to be the number of sources. Use the corresponding system
parameters (4p(z), Bp(z)) to estimate source location and "signature".

If good initial estimates of the number of sources is available, the amount of
additional computation will be minimized, It is also possible to derive algorithms
that are recursive on the assumed number of sources, such that computational
savings can be made. Other schemes for tackling this problem are possible,
especially in the case of moving sources observed over a sufficiently long period of

time. Details will be presented in future papers.
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IV. Some Extensions

The system identification approach can be applied to a wider class of problems
than those discussed so far. In particular, it need not be restricted to AR sources and
MA propagation models. In this section we present several interesting extensions
of these problems and indicate how the proposed approach can be used to solve

them.

IV.1., ARMA Sources

Many sources of interest can be adequately modeled as the output of an AR model
driven by white noise, (In fact any source with rational spectral density function

can be represented this way, provided that the order of the model is sufficiently

<o,
PLI.

4y
a A

high). However, it is sometimes necessary to consider ARMA models rather than AR

-t e
alels

models, To see the kinds of difficulties that arise, consider multiple-source vector

X , where
X(z) = B(z2) 4,"X2) V(2)
(30a)
: and
h
V,".
- Af2) = diag {af2)} , (30Db)
B,(z) = diag{ b{2)} . (30c)
The subscript s indicates elements of the transfer function associated with the

source models. As we have seen before, the propagation model is given by a

polynomial matrix representing the delays, attenuations and possible multipath
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propagation for the sources to the sensor, We shail denote this matrix by B p(z) .
The sensor output vector is
Y(2) = Bp(z) X(2) + N(z) = Bp(z) B(z) A.'l(z) V(z) + N(2)

B(2) B2~ B()

Note that the numerator matrix B(z) is a product of the propagation model (B p) and
the source MA part. In order to recover the TDOA information it is necessary to
factor B into its components B p° B, . This is possible assuming a diagonal structure
for B,(2), i.e.

B,(2) = diag {b,(2)} .

Because of this structure, all the elements in a column of B,(z) have a common
factor, In fact b‘,‘-(z) will be a common factor of the elements of the i-tA column of
=
E B(z). Therefore, the following procedure could be used to perform TDOA estimation:
H (i) Estimate A(z), B(z) from the available data
b (ii) For each column of B(z) find the common factors. This could be

done by computing the roots of the polynomials and looking for |

"root clusters”, The columns of B(z) with the common factors

*"* taken out will form Bp(z).
o
S0 (iii) Estimate TDOA from B8 p(z) asin the AR case.

Note, however, that the TDOA information is embodied in differences of

g polynomniial degrees in a given column. Since differences in degrees are unchanged
by multiplication of all the elements with the same polynomial, it may be possible
. to extract the desired information directly from 8(z). This is easy to see for the case
of no muitipath. To illustrate this consider

.......
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. Bp(z) e {2701 x , BSz) = b',l(z) 0 )

ez D2 x 0 b,q2) . (31a)

where * are entries of no interest to this discussion, and with

5,102 = g 8 Ot Emz ™ . (31b)
Then the first column of B(z) = B p(z) B (z) will be ﬁ
2Py bs’l(z) " goz'Dl + glz‘Dl'l ...+ gmz‘nl‘"‘ y

cz-P2 byale) J = cgoz'Dz + cglz‘Dz" +.0..04 cgmz'Dz’"‘ . (32)

A

o

Note that if we look at the first nonzero terms of these polynomials ( goz'D 1

’

cgoz'DZ ) and take the difference of their degrees, we get the correct TDOA estimate

Y (Dy-D; ).

obiiaciidheduinCodiiinalnsincon,

In summary: having an ARMA source model, rather than a pure AR model does

o
not significantly complicate the TDOA estimation problem. ]
]
3
A
9 h
N IV.2, ARMA Propagation Models X
- Y
{
i
- The simplest form of multipath propagation is caused by a signal being reflected
8 by some object which lies outside the direct line of propagation, causing an
3 extraneous delayed version of the signal to arrive at the sensors. This type of

multipath propagation can be represented by a MA model of the type used in earlier

sections ( Bp(z) ). Often, a more complicated type of propagation occurs. The signal

can undergo multiple reflections of the type encountered, for instance, when a

sound wave propagates in a room (e.g., the "cocktail party" problem: locating people
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who are speaking inside a room). The sound is reflected from one wall, bounces off
the opposite wall and again from the first wall. Similar effects occur when seismic
waves propagate in the earth or when sound propagates in the ocean (reflected
from the water/air and water/ocean floor interfaces). This phenomena is best

modeled by an AR type model,

In general, a realistic propagation model will combine both types of multipath

|
|

propagation and will therefore be an ARMA model, i.e.

Y(z) = By() A,71(2) X(2) + N(2) . (33)
The structure of the propagation model depends, of course, on the particular
application being considered and on the physical properties of the propagation

medium. In its simplest form Ap(z) will have a diagonal form, meaning that the

propagation from a given source to all sensors has the same kind of propagation

effects, except for different delays which are represented in B p(z). In general, more
complicated forms of propagation are possible in which case Ap(z) will be

9
non-diagonal, . f

Estimating the source location and spectirum requires estimating the system
transfer function B(z) A~)(z) and then "factoring out" Bp(z) and B () As"(z) . We

have seen how this can be done for MA propagation models. The situation is more

LW SEE BE W W TE I W TP WL

complicated in the ARMA case, but under certain assumptions it can still be done.

& To see this consider first the simpler case where the source model is purely

autoregressive, and we also assume that A,(z), Ap(z) are diagonal,

g HE@ = B0 A7)0 A7) « B0 (A A 7L (34)
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The TDOA estimates can be found directly from B(z) = Bp(z) , as before. The
factoring of A(z) into A4,(z) and Ap(z) is not possible in general. However, in many
: cases of interest it may still be performed. Consider the situation where the time

dependence of the source spectrum and the propagation model are different. For

20k T I
PR .

example, consider a nonstationary source, like speech, which stays fixed in space
so that the propagation model is time-invariant, By repeating the computation of
A(z) over several time intervals and computing its roots, Ap(z) will be found from
. . those roots which do not change, while A,(z) will correspond to the roots which are

varying from one time interval to another, As another exampie, consider a

statistically stationary source, which is moving, causing the propagation model to
» change. Here A,(z) will correspond to the fixed roots of A(z) and Ap(z) to the

changing roots.

. ) If either Az} or Ap(z) are non-diagonal, the nonuniqueness of the MFD
representation will cause some difficulty in getting the TDOA information from

B(z). The question of getting the proper "canonical” form of B(z), A(z) for a general

N R

nondiagonal A(z) is not completely resolved at this time.

When both the source model and the propagation model are of the ARMA type,

the system transfer function is given by
-1 -1
H(z) = B(2) A,7(2) B(2) A,7(2) . (35)

» In this case the relationship between A(z), B(z) and Ap(z). A(2), Bp(z). B,(2) is not as

straightforward as before, Under certain assumptions, the source and propagation

models can still be factored. We will not, however, discuss this case here.
»
' 4
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IV.3. Direct Estimation of Source Location

The set of TDOA's contains all the information required to locate the sources, i.e,
source bearing and range or source coordinates. Thus, estimating the source
location can be performed in two steps: First estimate the TDOA's ( A,- j ) using the
method described in the previous section. Then compute the source location from
the set of Al-j‘s using the approach presented in [1,2]. The relationship between
the source coordinates (or equivalently: its range and bearing) and the TDOA is
given by the problem geometry. For each pair of sensors in 2-D plane, a given TDOA
corresponds to a source located on a hyperbolic line of position. Different pairs of
sensors and their TDOA define different hyperbolic lines of position. The source
has to lie on the intersection of these various lines, These geometric facts can be

translated into algorithms for computing source location, as outlined in [ 1,2].

A different approach would be to try and estimate directly the source
coordinates. Since the functional relationship between the source coordinates and
the TDOA's is known, it is possible to re-formulate the problem as an estimation
problem for those coordinates. The resulting equations are, however, quite
complex and possible solutions, especially the ones that lend themselves to

distributed computing, are still under investigation.

IV.4. Moving Sources

When the sources and the sensors are fixed in space the propagation model will

L Sl ik ) hd bl -
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usually be time-invariant. (This i{s not necessarily true, since the propagation

media may be nonstationary, but for the moment we ignore this case). Thus, the

corresponding ARMA coefficients will be constant. If there is source motion, the.

ARMA coefficients will be time-varying. Provided that these changes are not fast
compared to the system sampling rate, the identification algorithms will be capable

of tracking the system parameter changes and thus the source location.

Another approach to the moving source problem is to assume a priori a specific
form for the time variation of the model and thus reduce the problem again to
estimating constant coefficients., For example, the MA coefficients of the
propagation model may turn out to have a polynomial form

B0 « Big+ Biyt+ Bigt* . (36)
The coefficients Bi,O' Bi,l' B‘-,z of this time polynomial can be related to the source
location at some reference time, its velocity and acceleration. Thus estimating the
time-varying ARMA coefficients will provide direct estimates of moving source
parameters. The proper form of A\f), Bt) and the resuiting algorithms are

currently under investigation.

In many applications, the signals received from moving sources undergo
significant doppler shifts. These frequency shifts provide information about target
velocity and about its location with respect to the sensors, Source location can be
estimated by looking at the differences in frequencies of arrival (FDOA) of the
signals, The estimation of target location from the set of FDOA's is analogous to the

estimation from TDOA's which was described earlier,

The estimation of FDOA's fits nicely into the system identification framework
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developed in earlier sections. To see this consider a singie AR source of the type

X(z) = 5(525 Ul (37)

The signals received from this source are given by

Y(z) = H(z) U2) + N(2), (38a)
with
by(2)ay(z)
H(z) =
b2y (z) (38b)
and
afz) = a(z-z,) . (38¢)

where z; corresponds to the doppler shift from the source to sensor i. Estimates of
the coefficients of ¢,(z) can be obtained by using identification techniques of the
type described earlier. The doppler shifts (i.e. FDOA's) can then be found from these

coefficients as indicated by equation (38c).

In the multisource case U(z) will be a vecior and H(z) will have the form of a

matrix with rational polynomial entries
H(z) = [ b;(2) [ a;(2) ] IsisM, IsfsN. (39)

The coefficients of the denominator polynomials aij(z) contain the FDOA estimates,
while the coefficients of numerator polynomials include the TDOA etimates, The
details required to substantiate these statements will be described elsewhere, but
the basic ideas can be seen from the singie AR source case. Note that if the doppler
shifts are negligible, the system transfer function H(z) reduces to the form which

was presented earlier; the columns of H(z) have a common denominator polynomaal,
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i.e.
ail-(z) - aj(z) (40)
and therefore,
Hiz) = B AW |, AR - dieg {a ()} . (41)
This equation is identical to equation (18) which was derived while ignoring L
doppler shifts,

o
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V. Conclusions

SN IR 4 % J0

In the previous sections we presented a linear systems framework for treating

the source location and spectral estimation problem. We believe that the proposed

approach has potential advantages over currently used techniques, particularly in
situations involving multiple sources and multipath propagation. Application of
this approach to real data involves a myriad of practical issues which were not

addressed in this paper. These include:

Optimal detection and TDOA estimation schemes based on the coefficients
of Bp(z). Simple thresholding and interpolation (to refine the

bearing resolution) are probabiy suboptimal.

-  Probability of detec:tion ( P; ) and probability of false alarm ( Pro)
curves parametrized by signal~to-noise ratios ( SNR ) for the

proposed algorithms.

- Bounds for the bearing resolution achieveable by this approach.
- Validation of the proposed approach by computer simulation.
These and other practical issues will be addressed in future papers, including the

presentation of the computer simulations in progress.

The source location problem also served us as a prototype for motivating

research into several system-theoretic areas, including:

- Development of efficient, numerically stable algorithms for going

from Right-MFD to Left«-MFD and vice -rsa.

- Algorithms for direct estimation of Left-MFD's.
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- Uniqueness and identifiability of multi-input multi-output MFD's.
- Identification of ARMA models with time varying parameters.
- Identification of ARMA models with special structure (e.g. the low

signal to noise case in section III).
- Identification of systems with certain types of nonlinearities

(e.g. those appearing in the direct estimation of the source location,

see section IV.3).

These topics are currently under investigation and some partial results' were

obtained. The details will be presented elsewhere,

The approach outlined in this paper makes it possible to apply a whole range c .
techniques developed for system identification to the source location problem.
Improved performance, the possibility of handling multipath and simultaneous
estimation of TDOA and source spectruim are expected features of this approach. In
addition, we have seen that the system identification framework leads to a number

of interesting system theoretic questions.
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Appendix A:
Example of Recursive Identification Algorithms

Perhaps the most basic and most commonly used identification scheme is the
least squares (LS) method. This method is archetypical for several others, and in

particular for those to be considered here. For a thorough treatment of this subject

see, e.g. [9],[10],[14]),[15].

Problem Statement

Given measured input output data we are interested in fitting an ARMA model to
this data, as discussed in section lI. Recall that the ARMA model parameters are
given by the matrices 4 and B, , hence they are to be determined from recorded
input-output data ()¢}, u(t}, ¢ =1, . .. , N) The A parameters represent the
autoregressive part, whereas thé B parameters are the moving-average part.

The LS- (Least-Squares) Method amounts to choosing the parameters Ag, By so

that the "equation error” ¢(t) (see e.g. equation 7 in section II) is minimal

N
) 2 .
ming B, ‘2-:1 Il eCt) i
N
"“'"n,,,nk z ye) + Apyle=1) + ..+ A=) - Blu(t-l) - ... =B u@-n| 2

t=}

We introduce the following notation, denote transpose by T and define s = p+m
and ¢ - rs, then the input output data is given by the vector of the measurements

Yi-1,t=r]" = [ye=D7, ue=1", ..., 5t=-n)", u(t-r)T ]

(agbyl vector).

And the model parameter vector is given by

A - (-4, 8, . .., -4 B ]

- - - ~ . A—‘1 . -

. B » . . o
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(apbygq-matrix).
Then the output equations can be written in vector form as
¥y = Al ) Yl-1,6-r) + )
and we wish to minimize the equation error by minimizing

N
ming X 0 ~ AL, Yle-1, =) |2

t=]

Since (2) is a quadratic function in A, in order to find the unknown parameters
it is easy to give the minimizing 4 at time N, denoted by Ay, explicitly via the

so-called normal equations
RN [Iv -ANT ]T - [ RGN' Ol e ey 0 JT

or R A

N- AN = Ry

If the inverse of RN or RN- exists, we can obtain an equation for the estimates of

the parameter vector that minimizes the equation error (2)

Ay - [ Ry T Ry,
where withg=rp+m)and g+ s={(r+ IXp+m)
N

Ry Zl Vi, t=r] Y, t-r)' (qg+sbyg+s - matrix)
I=

A
Ry - z Vit-1,t=r) Yl-1,0=r]" (g byq - matrix)

t=]
are the joint sample covariances of the measured input output data, and

N
Ry = Z y[t—j,t—r] Vi (q byp - matriz)

t=1
is the sample cross-covariance of the "current” output y(t) and the past inputs and

outputs.
N

ROy = D o) )l (qbyp - matrix)

t=1
R"N is the sample prediction error covariance of the output y(t).
As is very well known, e.g. [9,10], this solution can be written recursively in
time ¢, i.e. as a function of the in real-time measured input and output data y(t) and
ult).
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The parameter estimates are updated by increment that is proportional to e(t+1), the
error in predicting the next output y(t+ 1.
i e“‘lr = yl‘lr - Y[t,t+l—r]T A‘
= Yielel=l [ 1, -AT T

The gain k® is obtained similarly via the prediction error covariance P‘ of the

parameters .
T -1
k® = Py Yitel-rl o= kg g

k - P, Vit tsi-r]

t+]
t+]
prediction error covariance r?,, of thedatay,,,

»f": v

o w1 = b+ Yiewi-rT P VI ti-r)
A T

- CIR S R 4 U 24 £ 5 L N

. -1 T

° P = P - kg T kg

where the recursions for P, are recursions for the inverse of R , the sample

covariance of the input ocutput data, since

P, - ( R_T!

The above set of equations can be regarded as a state estimator or Kalman filter,
where the state is a vector of the constant parameters in 4 that are to be identified
or estimated, The output equation of the model is given by equation 7 in section II,
and the state equation 1s trivial since the state is a constant vector., For vector
measurements (p > |) the equations above differ actually from the usual state
estimator equations since then the "state" is a p by ¢ matrix instead of a pg by 1
vector, which has certain implications on the dimensions of P , (here a ¢ by ¢ and
not a pq by pg matrix); however it is not very hard to recast this convenient form
into the commonly used state-space format, hence using all the available

techniques for analysing and implementing such algorithms.

A3

i RN S e e . . 8 . . e N I T L T
Baafand ooy BPLET VA TP W G DO G U N Lo = " ORI LLJL;_L-‘L-h P T O I e




Ty YT

- -

[ .
' e

[SERT R

RN

. - - . - 1N - -
LR TR SR, S S RV S . Vs W GO TP S, W U SR S iy

NN I M A" P A G It A I AR S 4

(U St Sl S M S 4

Appendix B:
Pole~Zero or Autoregressive Moving-Average(ARMA) Forms

In this appendix we discuss fast algorithms for pole-zero or autoregressive
moving-average (ARMA) modeling. These forms have many advantages over the
forms presented in Appendix A, see example [13], {16], [17]). They appear

especially well suited for real-time applications using fast pipeline type processors.

B.1 JointInnovations Representation of the ARMA Process

Given a pole-zero (ARMA) model of the type discussed in section II and in

Appendix A its equations can be rewritten as
y! + Aly‘-l + ...+ ANy‘_N - Blu‘_l - .

and in matrix notation, we have

= Byu, .y = Byy,,

ay' v, - DN uw - By,
with
ay' = [, AL Ay v Ay )
b*y' = [ 0,. By By , By 1,
v o= 0yl v Yo' 1
L A R L

leading to the following augmented equation
¥ X T
ay -b*y Yol = rBOul
T
0 60 u, l u, ,

where § is the first m by m block unit vector.

This embedded model can te interpreted as a 2-channel AR model of the joint

process { y,, u, }. Here, the right hand side of the augmented equation is equal to
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the joint innovations or prediction errorsof { y,, u, }, since

«, e = et By,

A
¢y Uy = Uyjg) Uy
Indeed if we apply a simple interleaving permutation of (I, 3, 5, ...,
2N+1, 2, 4, 6, . ..2N+2) to the augmented equation, we have a 2-channel

one-step predictor of the autoregressive form

ANT 3= 6
where
Im Om| |4 =B Ay -By
Ay = , T
Om Im 0, O On On ,
AR AN AR WA

If the covariance of the input/output data is given
the problem of finding the linear least-squares predictor

is reduced to solving a normal equation of the following form

€ T
RyuN AN - [ R N ’ 0. 0, . . . o ] []
where the joint covariance is given by ( £ is the expection operator)
- "
Ry RM™, . . . Ry
T
RY“l R,
T
Ryu N=E22 -
T
LRWN : ' o RWO J

RY, = E\|y, [yt-nT “t-nT] ,

Uy

and the prediction error or innovation covariance is defined as

€ T
RN'Ef‘(‘

................
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Ry(O) Ryu(O) Ry(n) Ryu(n)
RyuO = ' n

T
RO 1, 0, On

Since RWN has a special structure, j,e. a block Toeplitz matrix with blocks of
size 2m by 2m, the solution to this normal equation can be obtained via fast
algorithms, see e.g. [13]. These algorithms again are adapted to efficient computer

implementations.

B.2 Least-Squares Recursions for ARMA Models

The variables of interest are in this case the joint forward and backward
prediction errors of order n at time T is defined as

‘yn,T [yT = §T1T~l,...,T-n

€0T = - - A, ATT-n],

‘un,T ur - uTiT—l,...,T—n

T .’ IT-n = IT-nT-ne1,,T
r"'T - 1 - - B"’TT Z[TT—TI]

'un,T_j UT.n = UTon|T-nel,.,T'

The covariance matrix for the joint process is thus similar to that given in
Section B.1 and taking advantage of its special structure, one can obtain recursions
for the 2-channel AR case, i.e.

Aml,T - An,T - DTn&I,T R-rn,T-l Bn,T—l
Bml,T = Bn,T—l = DmI,T R-‘ml,T An,T
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In the two-channel case, D" o1, the partial correlation matrices exhibit
additional structures, due to the embedding of the white input process of the ARMA
model into an AR model. Since all future inputs are assumed to be uncorrelated
with the present and past outputs, half the elements Dn"l,T matrix are
approximated by zeros. Indeed the partiai correlation matrices are equivalent to the

ARMA model parameter estimates, see e.g, [ 19], and they are now given by

T
T
Ayml,T Om 2 yc-n-l‘yn,Tm om
t=n+]
Aml,T’ =
T
\
Auml,T Om Zluc-mx"n,ﬁ‘) Om
t=n+

The time-updates for these partial correlations are obtained in a similar manner

as in the single channel case
Y T
’"yn,T ‘yn,T‘l

Ay"‘lyT‘l " Ay"‘ltr + l-‘yn-l,T ]
T T
At At [ run,T ‘yn,Tbl ]
nel,Tel = nel,7 Y Ty e
n-1,

In order to obtain recursions for the ARMA model parameters, inversions of the
Joint 2m by 2m prediction error covariances, REn,T and an,T are needed. These
inversions are simplified by first decomposing them into upper-diagonal-lower
form and then taking inverses. Examples of the different forms of the fast ARMA
model parameter estimation algorithms can be found in {11,12,13,16,17,19]. The
numerical properties of these algorithms are still under investigation; however,
certain ladder canonical forms that are also described in these references, appear to

be most desirable properties for implementations.
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Estimating Source Location from Time Difference of Arrival:

A Linear Equation Approach

J.M. Delosme*, M. Morf* and B. Friedlander*¥*,

Abstract

A new framework is presented for the problem of estimating source location
from a set of time difference of arrival (TDOA) measurements. The proposed
approach is based on the fact that three sensors with their set of TDOA's determine a
straight line-of -position for the source. It is shown that the source location can be
found as the solution to a set of linear equations, with the number of equations
being equal to the number of sensors. The proposed approach has several desirable
features including: the availability of efficient recursive algorithns for solving
the resulting linear equations, the possibility of distributed implementation of
these algorithms, and the applicability of optimal estimation techniques to this
type of equations. Some extensions of this problem formulation to the
three-dimensional case, to geopos.itigning on the surface of a sphere and to source

velocity estimation, are also discussed.

* Information Systems Laboratory, Stanford University, Stanford, CA 943085,
+¥* Systems Control Inc., Palo Alto, CA 94304,

This work was supported by the Defense Advanced Research Projects Agency
through contract MDA 903-78-C-0179, and the | acilities at the Stanford

Artificial Intelligence Laboratory.
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I. Introduction

A common way of finding the location of a point is by measuring the range
differences Ato several other points whose location is known. In various navigation
system (e.g. Loran, Decca, Omega) the measurement consists of observing
differences in the time-of-arrival of signals from sources at the known points to a
receiver located at the unknown point. The time difference corresponds to a range
difference {f a constant velocity of propagation is assumed. In the passive sonar

case signals travel from a source whose location is to be estimated to sensors with

known positions.

The standard approach to estimating source location is based on finding
hyperbolic lines of position ( LOP ). The measurement of a certain TDOA at two
sensor locations, determines a hyperbola, Each point on the hyperbola nas the same
range difference to the two sensors -- see Figure 1. If more than two sensors
provide TDOA measurements, several LOP's are generated, one for each pair of
sensors. Since the LOP's will, in general, be different and since the source must lie

on all of them, their intersection will provide an estimate of the source location.
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Sensors
Figure 1 : Hyperbolic Lines of Position

The hyperbolic LOP approach has several serious drawbacks: the analytic
é- computation of the intersection location is very cumbersome; these solutions do not
: appear to be easily extended to other situations such as calculating source velocity
HEREY
tﬂ from TDOA-s and their rates of changg or computing source location from Doppler
s measurements., Furthermore, the complexity of the solutions makes error analysis
‘ _ very difficult,
.

;.7 -_ &1 alternative approach which circumvents many of these difficulties was
proposed by Schmidt [1]. His approach is based on the idea that three sensors with
E. their set of TDOA-s determine a straight line of position. In fact, that line !s the
E f major axis of a general coni¢c which passes through the three sensors -- see Figure
E , 2.
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(focus of
conic)
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S Sensors

Figure 2 : Location on the Conic Axis

When more than three sensors are available, several straight LOP-s are
generated and their intersection provides the estimate of the source location.

Schmidt [1] proposes to compute the intersection point from a set of (’;’)* linear

" equations, N being the number of sensors. This approach, while alleviating some

of the difficulties of the hyperbolic LOP approach, still has several drawbacks. The
main difficulty lies in the use of redundant information: the formulation leads to a
set of (g) equations, while in a sense there are only N independent pieces of
information corresponding to the range from each sensor to the source. This
redundancy creates some inconsistencies in the case of noisy measurements. The
stralght LOP approach and the difficulties associated with {t are described in

section II.

N4 N . .
where(B) is defined as N3 -

Setims . R B O NS S SR AL YU, SO, SN U U, SN SO TR S VU, W TR ST W, T T AL Y, R S, S T S T . SR X

D St i i~ 1‘1

|
|

., Y U ) atadh n BE L & 2 o

I TRy W S S

2

[




o fekin

L AR T RS
L .", . -
3 [ S ',‘t

. ™
‘ Ve

-ﬁ"’"g'_ " "
S AT

B N e i N P A i g et e o e et e e i e o o o

In this paper we propose a different problem formulation which is based on the
straight LOP approach. The source location is found by solving a set of N linear
equations which contain the sensor locations and the source-sensor ranges. This
set of equations contains all the relevant sensor data without redundancy. We also
show how the source-sensor ra..ge can be estimated in a consistent optimal way (in
the least-squares sense) from the TDOA or TOA measurements, Our problem

formulation and the resulting solution algorithms are described in section III.

The proposed formulation of the source location problem has a number of

attractive features, which are mostly related to the linearity of these equations:
- Efficient algorithms are available to solve this type of equations

- Algorithms which are recursive in the number of sensors have been derived.
Thus, inftial estimates can be obtained from a small set of sensors, and
these estimates can be updated as {information from more sensors becomes

available.

- The linearity of the equations makes it possible to implement the
computations in a distributed fashion. This is particularly important

in the context of distributed sensor nets2}.

- The new formulation is well suited to the development of optimal

estimation algorithms,
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- The proposed approach lends itself naturally to extensions to several

classes of problems, including: source location in three dimensions,

geopositioning on the surface of a sphere and estimating target

velocity frcm range rate measurements. -

These extensions are presented in section IV,

We believe that the approach proposed in this paper provides a proper
framework for handling the source location problem. A detailed evaluation of the
approach and comparison to currently used techniques is now under way and will
be reported later.* We are also in the process of deriving optimal estimation

algorithms for the source location problem, as outlined in section Iil

2 S s se se i ot rus , ~ paseamonssne ey

s
:i * A similar approach has been developed and tested on real data and
-
found to perform satisfactorily {18].
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II. The Source Location Problem

The solution of the "position fixing" problem using the hyperbolic LOP has been
treated quite extensively in the context of navigation systems like Loran [3],
Omega [4], and the Global Positioning Systems (GPS) [5). The complexity of the
equations resulting from this apprcach led to a solution based on various
approximation techniques involving linearization and Taylor series expansion [6] -
{8]. Since the hyperbolic LOP approach is well documented [9] - [11], we will not
describe it here in detail. Instead, we will provide in this section a description and

an analysis of the alternative straight LOP approach proposed by Schmidt,

The Straight Line-of-Position Approach
For ease of exposition, attention will be restricted to two-dimensional position
location in a plane, Extension of the ideas to more complicated situations will be

presented in section IV,

Consider a single source located at a point (x), y,) in the plane and N sensors
located at points (xi. yi). i=1, ..., N,asdepicted in Fig. 3. We shall denote by T
the distance from the i-th sensor to the source, and by Aji the range difference for

sensorsi and f. Then,

and,

2

it e (e = %) P (9 -y

)2

It is shown in [ 1] that for any group of three sensors {S;, Sj. Sil, astraight line
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of position is defined by the relationship,

5 X
0
1
E
Figure 3: Problem Geometry
p
3
o
:1
3
bia.A, A N 20, + q 24,1 . (1) ]
FLeij Ok Bk v G Rkt 8 B % Byt K
K
where X
2 2 2 =
a‘- - xl + yl. .
K
Schmidt [ 1] proposes to use the set of linear equations obtained by writing down ::
-4
equation (1) for all (N) possible sensor triads. His soiution then consists of solving N

3
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this set of equatlons to find the common intersection point (x, 3) which in the
noiseless case will be exactly the source location (x;, y,). Some alternative solution
methods are also suggested, based on the observation that the source lies on one of
the foci of an ellipse passing through the three sensors. Here, however, we will
concentrate on the set of (g’) linear equations represented by (1). Our aim is to

explain some of the difficulties associated with Schmidt's proposed solution,

The Noise Free Case

F.

[ We first note that when the range differences are obtained without errors,
o Schmidt's set of (g") equations is really equivalent to a related set of only N
.

k' - equations. To see this note that

b .

\". A‘-JAikAki-(rj-—ri)(rk—r])(ri-rk)

o 2 2 2

_ - -Ti Ajk - rj Aki - rk Aij . (Z)

Therefore, equation (1) may be rewritten as:

(g Qg+ 2; Bpp + xp Bypdx + [y By + 9, 8gy + 9 A5y =

J

Let us introduce the linear operator O whose operation on any station dependent

quantity u and any triad {S;, Sj, Sy} is defined by:

I r'- ll.‘

Oijk[“] = det} | i uj
{ rk uk . (4)

Using this operator, the original set of equations satisfied by the source coordinates

(xq. y¢) may be rewritten more compactly as:

Oijklexg) + Oy gl = Oy La® - 2], (5)

for all triads i} k.
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By linearity of the operator this equation is equivalent to:
oijk (xxg+y99- @ -r2)2] = 0 forall triads . (6)

Since the last equation holds for every triad, x x5 + y yg - (a - )2 belongs to the

kernel of O, 1.e, there exist two constants b and ¢ such that

xix0+yiy0—(ai2-ri2)/2=c+bri i=1,N . (7)
:' Conversely the set of N linear equations with four unknowns Xg: Yo b, ¢
o
Z' X;xg + ¥y ~ Tib - = (aiz—ri?’)/? i=I,N (8) ‘

glves, by application of the operator O, the original set of (g’) equations, Therefore

the two sets of equations (1) and (8) are equivalent.

x‘rr"

Lo

Redundancy for Noisy Measurements

In reality the range difference measurements are corrupted by noise. To see

how this modifies our previous conclusion, more Insight into the nature of the
noise is needed. In particular, we have to distinguish between two ways in which

the TDOA estimates may be obtained:

- (1) Differencing Epoch or Travel Times
;'3 If the source emits narrow, well defined pulses of energy, the sensor will be
L 4
;,jj able to determine the exact time those pulses were received. Since the sensors do
':rj not know the time at which the pulse was transmitted, they are unable to compute
i the travel time directly. However, by differencing the recorded arrival times of
F .
o two sensors, the difference in travel times (TDOA) is found, since the unknown
g "starting time" cancels out.
!
¢
.
.
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(i1) Cross Correlation

When the sensor emits a noise-like continuous signal which has no easiiy
recognized features, the TDOA is usually estimated by cross correlating the signals
of the two sensors. See, e.g. [12] for correlation techniques and [13] for an ARMA

modeling approach.

For both methods the error in the TDOA estimate, or equivalently, in th . range
difference A, may be considered as additive and (approximately) uncorrelated with
A. While in the first case this noise is the sum of two independent components,

one due to each sensor, in the second case such a decomposition does not generally

exist.

Redundancy for Case (i)

More precisely for type (i) techniques the available measurements have the form
;.- + ¥; where ;i = ;,- + ;, and r being an unknown quantity identical for all the
sensors S;, wheras ¥; is the additive noise. Therefore the measured range
differences are obtained as:

It {s easy to check that equations (2) through (8) still hold if r; is replaced by the
measurement ;‘ + V;. Consequently, when Aﬂ is defined by (9), the set of N
equations

X% + ¥ Y - (;’i+v‘-)b - ¢ = (aiz-(a+vi)2)/2 , i=1,N (10)

is equivalent to the original set of equations,
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Hence, if the TDOA's are obtained by differencing of travel times, the original set
of equations contains highly redundant information and can be replaced by a much

smaller set of equations (10).

Inconsistency or Redundancy for Case (ii)

For type (i1) techniques the range differences have the form:

Aji'[ri‘rj]+”ji' (11)

where the additive noise cannot in general by decomposed as v, -V i Some
information about the noise on the A's appearing in equation (. 1is readily
available by summing up around the locp ijk : Aﬂ + Ajk + Aki = 2 , instead of
zero in absence of noise. This information should be used to improve the
coefficients of (1). One natural way to do this, called TDOA averaging in [1], 1s to

correct the A's symmetricaily:

- A'.)._

A
A,.,‘ - By -
AL

|t ] bg w4

ki o= Ok~

so that

A.)-+ Ajk" Aki' 0,

]
and use those "ccrrected” range differences in the computation of the coefficients
of the straight LOP (1) . Application of the same procedure to the triad { S;, Sj, S}

yields:

12
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ij ij 3
Ay - Bu- %
Ay = By - % : (13)
i where X’ = Aij + Ajl + Aj; . Thus two expressions for A"i’ which are in general

inconsistent, have been obtained.

The fact that the TDOA averaging procedure yields different estimates of the
same range difference is linked to its inherent suboptimality; it is possible to find a
- better estimator of the range differences and, simultaneously, to get rid of any

inconsistency by using all the information available about the noise on the A's to

find the A’s .

Since the exact values of the range differences have the property Z A =0, it is
natural to require that X A = 0 for any closed path or loop (involving three
I sensors or more), This condition is equivalent to stating the existence of a set of

~

variables {;,-, i =1, N} such that Aji -t - ;j' Furthermore the inconsistencies will

automatically disappear i{n a procedure which evaluates the A‘s as Aji = ;: - rj

where the (g’) measurements of A are used to estimate the :'s. The rule for
obtaining the set {;;-, { =1, N} which minimizes the variance of the error between
the estimated A‘s and the true range differences will be called here “generalized

TDOA averaging” and will be described in the next section,

The coefficients of the original set of equations should be computed {n terms of

the consistent set of A's which Is the best estimate of the set of true range

1A
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differences. Since Aji = ;; - 7., the original (1;) equations are equivalent to the N
equations:
x;%g + %% - rb-c=f(et-rt2 . i-LN (14)

Therefore, the original set of equations contains redundant information when the

range differences are obtained by type (ii) techniques.

These two examples clearly display the importance of using the proper set of
equations when only imprecise measurements are available. In the next section we

will look more closely at our proposed framework
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III. The Linear Equation Approach

As a byproduct of the analysis of the original set of (1;/) linear equations in xq, yq,
the source coordinates, a set of N linear equations satisfied by Xg+ Yo @nd two other

variables b and ¢ was obtained:
x.-xo+y,-y0-Eb—c-(aiz—ﬂz)/2 , &=L N (15)
where the ;i‘s are estimates of the ranges r; (obtained modulo an additive term r
since the original data are range differences.) This set of equations can be derived
more directly using the fact that the source is located at the intersection of the N
circles (Si' ri):
(ri-x0)2+(yi—y0)2=riz-(;+;’-)2 i=1,N ,
or
-2x;%xg - 29; 99 + (x02+y02) + {xiz-byiz) - rl oy 2;;‘ + ;-;.2
Thus,
xpxg + Yy ¢ it o+ (P o (xgt eyt e

- (xfeyr-riae L i LN (16)

which can be written in matrix form as

- - ~ -

'xl bJ) ;l I (al ‘rlz)/Q
V .
~XNIN ;N I L (a,vz- ;NZ)/Z 4 (17a)
where
vt . (x5 3. ;.(;z-aoz)/‘z ], (17b)
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and T denotes the transpose of a vector or matrix.

This approach can easily be extended to the location problems in the 3-D
Euclidean space and on the sphere (see section IV). Moreover this derivation also

provides the interpretation of the parameters b and c:
b = - r

C = - (;Z—(xoz+)'02))/2

Although ris unknown, its expression in terms of the ranges r; can be fixed if a

constraint on the sum of the ri's is imposed. For example,

N ~
2 r = 0 (18)
i=]
implies that
- ' N
r n ﬁ Zl r‘- , (19)
"‘_‘

~

i.e. r is the average range from the source to the sensors when the set {rppi=1, N}
is "normalized" so that (18) holds.

The distinction has been made earlier between two types of techniques for
obtaining range difference measurements. In the first case the range estimates ;‘
are measured and can, therefore, be used in equation (17). In the second case the
range differences Aij are measured and ;l is .10t directly available. In the latter
case however a generalized TDOA averaging procedure can be used to estimate the

;‘s from the differences A/’i so that the get {r~‘. =r - i« I, N} is actually

accessible in both cases. This method is -iescribed next,
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Generalized TDOA Averaging

Given noisy measurements A ji® [r,- -r )-] + jir many procedures may be devised
for estimating the set {;;-, i = I, N} described above. The method proposed here is
basically a least-squares solution, hence some preprocessing has to be done on the
A's to descard too noisy measurements ("outliers") or separate echoes coming from
different sources. This preprocessing may be performed considering the A's alone
by computing the sums of measured A's around several loops defined by the sensors
and using those quantities in a hypothesis testing scheme. Alternatively, more
sophisticated TDOA estimation techniques can be used which provide an "optimal"
set of Aji- See, for example, [12] and [13].

Writing the relation (11) for all the pairs of stations yields
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or A«Pr;,v . (20) !

Letting

we can write

Note that if I satisfies (20), then so does ;'. However r will be uniquely

determined given the information

A - Pr .+ v , (21a) ,

if the constraint (18) is introduced, {i.e.

1" F -0 . (21b)

If the a priori information on the mean of the noise is subtracted from the

measured A's, V can be considered as zero-mean with covariance matrix R,

K Making the reasonable assumption that the error V is independent of I', the linear

o B P W e s e

least-squares estimate of r can be found quite easily. The procedure for finding the

estimate consists of "whitening" the noise vector V and applying a least-squares

algorithm under the constraint represented by equation (18). The details of a ;

sample estimation algorithm are presented in Appendix A.

If we further assume that the errors associated with different TDOA's are

independent, in which case the error covariance R = 1, the least-squares solution of

(21) has a particularly simple form. The solution is given by

P Pr . P'A ,

18
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Using the constraint (18), the linear least-squares estimate of r is, therefore, given
by

~ l N

ri - N le Ai‘ i'l.N ' (23)
which corresponds to simply averaging all of the A ji measurements associated
with each station S;. The estimates of the range differences are A ji® ;‘ -7 j With ;'i

given by (23); their expressions reduce to (12) when N = 3. Thus, equation (23)

indeed represents a generalization of the TDOA averaging method.

Solution Methods

Assuming now that the :i's have been computed, the set of equations (17) may be
used to obtain an estimate of the source location. The geometric configuration of
the stations and the source may be such that the accurate determination of the
source locations is impossible whatever estimation technique is used. Equation
{17) and its extensions to more complicated situations are particularly well suited

for displaying such cases (see Appendix B).

When the source is locatable from the TDOA's and the measurement noise is

------------------
................
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2 : negligible, application of a least-squares algorithm to the equation (17) gives the
SR
A 1
:". vector solution V. Furthermore, if a sequence of measurements are availabdble
(rather than a single set of { ":i } ), it is possible to use estimation techniques which
Yo
‘{‘: take into account all measurements to provide the best possible estimate. To see
t"‘-
v this, we rewrite equation (17) in the form
N -J
::u y‘ - H‘ V‘ .
.::;: where J is the vector on the right-hand side of (17a) and H is the matrix on the
left, The subscript ¢ indicates that these quantities correspond to measurements
-
RN ~
S taken at time f. Assume now that a sequence of measurements of { r; } is available
‘, fort=0, I, ... . Inestimation terminology we have a sequence of "measurement
w",
\ . vectors" ¥, and "measurement matrices" H ¢» and we want to estimate the unknown
.:;j'. "parameter vector" V.
v
: Problems of this type have been treated extensively in estimation literature,
both for the case where V, is a constant vector (fixed sources) and for the case
T
b .-, where V, is time varying (moving sources). A number of efficient recursive
) .
":.: algorithms for estimating V, can be found in [14) and [15). These algorithms can
A o
‘C:-" be recursive in time, i.e. when a new data set { 1 }‘ or equivalently {y,. Ht}
>
% becomes available, the estimate of the source location V, can be updated to give an
“\ optimal estimate based on all past and present measurements! The algorithms can
£
[ also be recursive in the number of stations, i.e, given a set of measurements from'm
.,'.
. stations, they provide an estimate of the source location based on the available data.
19
'{j When a set of measurements from the m + | station becomes available, the estimate
'::é can be updated without recomputing (17). The details of these algorithms will be
W
ad
- presented elsewhere,
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When the measurements are noisy,

y‘ - H' V‘ + ‘. ,

where €, represents a discrepancy between the two sides of equation (17). If ¢ o s
assumed to be a sequence of independent random vectors, optimal estimation
techniques can still be applied. The situation here is somewhat more complex than
the standard linear estimation problem because of the inter-relations between the
various components of the vector V., An optimal algorithm for solving equation
(17) under these constraints ts currently under development and will be presented
in a later paper. The algorithm is based on modifications of some nonlinear

estimation algorithms of the type derived by Marcus [16] and [17].
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IV. Some Extensions

The formulation of the source location problem given in the previous section can

' be naturally extended in several ways. Here we discuss extensions to three

“dimensions, to geopositioning on the surface of a sphere and to estimation of soﬁrce

velocity.

3-D Euclidean Space
By writing that the same location is the intersection of the N (hyper-)circles (s;,
r;) a set of N equations satisfied by the source coordinates and the average range can

be obtained for space more complicated than the plan,

..
\
k)
-
K
!
'd
v
'd
i

1]

A direct extension of the equations obtained in the 2-D case gives,

I P M

(xi_xo)2+(y‘_,o)2+(z‘-zo)z.(;-n‘:;)z, i={, N

) or
i -2x%g - 2390 - 2729 + (xteydengd) 4 (xlayPeg?) .
: rt . 2;;} + ;}z .

Define a; by

a‘z-riz+yiz+ziz ' i=0,N .

Then the equation above can be written as

I ST L A AATTRILT T IR,

: v -

‘I

:

1]

2

! o 2_7 29

. L ZN ,N 1N T'N | J L (GN - TN )I2 ' (24)
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where

VY - [xOp yOQ 20' ;I (;z-aoz)/z ]

All the comments regarding the solution of (17) are directly applicable here.

Surface of the Sphere |

A very similar formulation holds for sources and sensors located on the surface
of a sphere. In this case (x;, y;, 7;) are direction cosines ( a:'-2 + y‘-z + z'-2 =1)andr;
measures a distance on the sphere whose radius is taken as the unit of length,

hence r; is an angle. In this case it is easy to see that the following equations hold,
XgX; + Yo + Zpz; = cosr; = cos ;cos;; - sinrsin ;; , i=1,N (26a)

which can be rewritten in matrix form as,

N4 ] X0 rco.s ;l - sin ;l cos r
Y . . sinr
Zo -
L2y I ZN- Lcos ry - sinryd . (25b)

Velocity Determination
The above approach may be used to determine the components of the velocity
vector of a moving source when, in addition to the TDOA's, derivatives of the range
differences are available (e.g. from FDOA's, frequency differences of arrival).

Then, applying to the A ﬁ’s the same generalized averaging procedure as for the

range differences, the set of derivatives {;i - ;'i - v—', i=1, N ) may be estimated, It

N AT AT N AT A
.
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may also happen that the ;'; are directly available,

Differentiation of the equations of the circles (Si' ri) ylelds, in the 2-D Euclidean
case, assuming the stations are fixed:
2% (x;= %) + 299 (9=9) = 2(ram)(rer)) , i=1,N

which can be written as

-xl-xo 9 - Yo -(;+;l) 1 ;:0 ] (;"';l);l
b1}
Lr J -
Lxn =% IN =Y -(;+;N)J "(;*;N);NJ‘ (286)

Hence, having solved (17) for x5, 3. r, (26) can be solved for "0 ' .'.70 .
Moreover, if an initial estimate of the source location is available, it is theoretically
possible, by integration of x; and y,, to obtain the location and velocity components
of the source from rate of range difference measurements only, We are currently
investigating the proper problem formulation for determining source location from

FDOA measurements only.

..............................
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V. Conclusions

The source location problem has many aspects, only a few of which have been
discussed in the previous sections. Here we shall briefly describe two other facets

of this problem which we are investigating:

- Distributed algorithms for source location, In some applications (e.g. [2]) it is
important to perform the source location calculations in a distributed fashion.
Each sensor has An assoclated processor which can perform some of the
computations, which are then transmitted to a central processor where the partial
results are combined to provide the global optimal estimate, A distributed
implementation of the computations minimizes the communication requirements
between sensors and leads to flexible and reliable system designs. The linearity of
equation (17) makes such distributed implementation much easier than in the case
of having a set of nonlinear equations. A more detailed explanation of the

distributed processing aspects of our approach can be found in [19].

- Optimal location estimation. The process of finding the source location
consists basically of two steps: first, estimating a set of TDOA's (A,-)-) or travel
times (;i) from sensor measurements, using the TDOA averaging method or a more
sophisticated estimation scheme, Second, use this set of estimates to compute the
source location via equation (17) or some other approach. A natural question is
whether this two-step approach is optimal. In general we cannot expect the
optimal estimator to have this structure. The complexity of the nonlinear
equations found in the hyperbolic LOP approach prevented an adequate treatment

of this important issue. The much simpler structure of our approach makes the

R
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problem of finding an optimal estimator for the source coordinator more tractable,
This problem is currently under investigation, using a combination of the
framework described in this paper and a new approach to the TDOA estimation

problem described in [13].

We are still in the process of evaluating the performance of the proposed
approach and comparing it to alternative techniques. However, we believe that the
framework presented here gives a particularly convenient way of analyzing and
solving the source location problem, and all the indications are that its performance
will be at least as good as of currently used techniques in the low noise case. In the
case of very noisy measurements (low signal-to-noise ratios) significant
improvements are expected since optimal estimation glgorithms can be applied,
whereas only ad-hoc and sometimes inconsistent approaches have been used in the

past.
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Appendix A: Computation of the Averaged Range Differences

Equations
Given a set of range differences
Aﬁ-ri-rjd»vﬁ i«|, N , j-‘+l,N

or, using matrix notation,

A-Pr{-V,

where V is zero-mean with covariance R, The averaged range differences are

obtained as A ji * ;‘ -r » Where r is the least-squares solution of P ¥ - A which

satisfies the constraint 17 r. 0. Tlie description of an algorithm for finding r is
the object of this Appendix. For a more detailed explanation of least-squares

techniques for solving linear equations see [ 15].

Algorithm
First the noise V is whitened:
R-1/2 A « RIZPF , w , (A1)
where W = R-1/2 v {5 white. Then introduction of the constraint on r yields the

system
17 r - 0

R-\V2 p R-12 A, (A2)

where the first equation must be strictly satisfied and the other ones only in the

least-squares sense,

This system is equivalent to

As . b, (A3)
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where
_NI/Z 0...0
a - (1+(N(N-D)J2) x N
RY:PH
s - HF N xl
0
b -
RIZ A (e (VN-DVD X1

and H is the Householder reflection defined by the vector 1 &

‘ | .
H.IN_a?uu,

where

u' e [1e NV2 NI NCL 2 IxN .

The N - 1 last columns of 4 define a Householder transformation  , a product of
several Householder reflections, such that
EL T I

------------------------

QA. U o

where U is(N-1) x (N-1) and upper triangular, and

Qb -[o' plTv pzT ]T ]
with Py : (N-1) x | and Py : ((N-1XN=2))/2 x | . The least-squares solution of (A3)
is then readily obtained as:

fH - 0 (a constraiat),

and the other components of § are found by back-substitution from
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where,

A PR I (a4)

The components of the least-squares solution r-Hs are:

~

rl-—ﬂ'

and

rom-a(1eNV2)L Lo N (AS)

with

N
NS

The corresponding minimume-squared error is given by:

m.s.e = Pyt Py (A6)

Computational Complexity

' The quantities Q, R-1/2 ang, U may bve precomputed so that, when no

measurement is rejected, the computations reduce to:

1) multiply Q R'/2 3nd A to obtain P ( (N(N-1)2)/2 multiplications )
1) solve (A4) ( (N(N-1))/2) multiplications and (N-1) divisions )
ii1) get the ;i‘s from (A5)

iv) optional:
compute Pz ( (N(N-1)%(N-2))/4 multiplications)

apply (A6) to evaluate the m.s.e. ( ((N-1)(N-1))/2 multiplications ),

In summary, (NXN-1))/2 multiplications and (N-1) divisions are needed for r .
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: plus apprceximately N*/4 multiplications for the mse. (If R ~ I, then
i Py Py« ATA-p'pP; and the mse is evaluated in ((N+2)(N-1))/2
\1 multiplications)

_ When some measurements are rejected, more computations are involved because
Z the precomputed matrices cannot be used with only simple transformations. For
example, the inverse square-root of the reduced covariance matrix cannot, in

- general, be directly obtained from the precomputed R -1/2 by simply crossing out
some rows and columns.
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Appendix B: Conditioning of the Source Location Problem (Locatability)

According to the type of measurement used to estimate position (e.g. range
measurement or bearing angle measurement), there exist some particular
configurations of the source and the stations for which the estimated source
location is very sensitive to measurement errors. This phenomenon, known as
"geometric dilution of precision" (8] - [10], also appears when range differences
are measured; the equations derived in sections 1Il and IV prove particularly
helpful to determine the situations for which it occurs for source location in the

2-D and 3-D Euclidian spaces and on the surface of the sphere,

The set of equations (17) will have an infinite number of solutions if the rank

of the matrix

is less than 4, This is equivalent to saying that the rank of the matrix

 non |

L XN yN rN § J
is less than 4, since ;‘ -r;+ r . This means that there exists {a,b,¢,d) » 0 such

that for every receiver the triple(x, y, r) satisfies

ax+by+er+d = 0. (B1)
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Consider now several special cases:

{)If ¢«0, allthereceiversareonthesameline ax+by=-d.
Assume now that €~ 0 , Letting
Ded+axy+bdyy
(B1) becomes
a(x-x)+b(y-99)+cr+D = 0
and, dividing by r, we get

acos@ + bsin@ + ¢ + g « 0

i1) If D » 0 we obtain

r {
D "  t+acos0 +bsind

l.e.
p R
| -ecos (0 ~9) ! (B2)
where
D
s
e-( a2+b2 )l/z
osd = - hd
(az<o-b?')”2
b

Thus, all stations are on a general conic with the source as one focus, as stated in

s (1.
@
e
,.:-:Z 1i1) If D = 0 all the stations are on the part defined by the set of coordinates
.d.:q-
F"' {(x.y)::tgn[a(x~xo)+b(y-yo)]--sign ¢}

»

of a general conic whose center is the source, (The conic may degenerate into two
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lines intersecting at the source location),

3-D Euclidean Space

Clearly i{f (24) is considered, there is degeneracy in the following situations

- all the stations are in the same plane (a 2-D subspace)
- all the stations are on a general quadric surface with the source as one focus
- all the stations are on a well defined part of a general quadratic
(which may degenerate into two planes) whose center is the source.
Surface of the Sphere
Letting

-

Xy n 1 -cos ;1 - sin ;1

L Xy IN IN -co:;'N -sin;'N J
equation (25) may be rewritten as
*0

Y

:fj cos r
o |
. L sinr] !
Vo't |
L'_'.
with
2
[
:.::-‘ 102 + yoz + 202 = |
N - e
N cos“r + sin“r = | (B3)
2
L Obviously If p(M) « 5 the system does not have any solution ( p denotes the matrix
e
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rank).

If p(M) = 4 there exists a vector

t - (%92 u0])"

such that

Mt .o

However, if

::2+3p2+z2 R
(B3) will not have a solution. Now if M arises from a set of perfect data for N
stations then p(M) < 5 ; if p(M) « 4 then (B3) has two solutions and only two, one

being the opposite of the other,

Degeneracy arises only if p(M) < 4. Thus conditions for degeneracy are obtained
by determining the configurations for which the source and N 2 4 stations give an
M such that p(M) « 3, Let

u = cosr
and

v = ginr
then p(M) = 3 is equivalent to the existence of two 5-tuples (a,b,c,d,e),
(a’,b",¢’,d’, ¢’') such that:

ax + by + ¢z + du + ev = 0

a’x + by + ¢’z + d'u + v = 0 . (B4)
1f
d ¢
det ] 0
a’ e’ ,

b i hae ke f




then

= |48 c||x

A'B' C'J |y
2 . - (B5)
Hence u can be interpreted as the cosine of the distance to the point (4, B, C) and v as
the cosine of the distance to the point(4’, B’,C’). Thus( | - 2 )1/2 is also the cosine
of the distance to the great circle whose polar point is(4’, B’,C’) . But( ! - 22 )1/2 is
u, therefore the two conditions (B5) are equivalent to saying that the distance to
the point (4, B,C) is equal to the distance to the great circle with polar point
(4’,B’,C") and that is the definition of some type of spherical conic . Moreover,

since u = cos r, the source location is at the point (4, B, C), one focus of the conic.

There are still some other cases of degeneracy, not given here,

Domain of Unlocatability
When the configuration of the stations and source is close to degeneracy the
solution is very sensitive to the noise in the data whatever the procedure used to
find this solution. The determination of the domain of unlocatability of the source

given a configuration of the stations is therefore of basic interest,

Considering the problem of location in the plane, if the N stations are on a
straight line the domain of unlocatability is the whole plane, If N = 4 and the

stations are not aligned then there is a pencil of conics going through the stations

and part of the unlocatability domain Is the locus of the two foci of these conics. If




N « 5 there will exist in general a conic going through the stations locations so that

the unlocatability domain will consist of the two foci of this conic.

If N > 5 one may try to define which configuration(s) of the stations optimizes
the conditioning of the problem; however if N 1s very large a deterministic
optimization is not necessary. A random scattering of the stations s sufficient since
it can be shown ( using the theory of random matrices ) that for sensors distributed
at random and independently in the space, the probability of poor conditioning of
the equations obtained from N sensors ( defined as the sum of the distances of the
sensors to the closest configuration of degeneracy being less than some threshold )
follows asymptotically a Poisson law whose mean is an increasing function of the

density of the sensors and of the threshold. Hence for large N the probability of

near degeneracy when the stations are randomly distributed is extremely smail.
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DISTRIBUTED PROCESSING IN ESTIMATION AND DETECTION*

* *ok *
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Abstract

The need for decentralized computation arises in many problems and
applications, One of the prime motivations is to try to keep the communi-
cation load between different sites or even between different local pro-
cessors down. In the case of a distributed sensor network (DSN) an
enormous amount of raw data is generated by the sensors, generally dis-
tributed over some area. In this paper we shall have a closer look at
some distributed forms for optimal estimation and detection problems that
arise in such a network.

A proposed batch algorithm is believed to be new, as well as a
step-by-step algorithm when sensor parameters are a priori unknown, It
has the added feature that it remains suboptimal under sensor failure,
The basic questions are: What information should be exchanged? How

should it be combined?
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INTRODUCTION

The need for decentralized computation arises in many problems and
applications, such as power networks [ 1], distributed sensor networks
[ 2] and others, see, e.g. [ 3]. Briefly we can mention that one of the
prime motivations is to try to keep the communication-load between
different sites, or even between different local processors down. We
assume that there is a limited communications bandwidth, or that the
communication costs are relatively high compared to computation costs.
In the case of a distributed sensor network (DSN) an enormous amount of
raw data is generated by the sensors, generally distributed over some
area. The different sensor sites are envisioned to be connected via a
computer network. Not all of the data may be relevant; furthermore,

manv of the computations with the data involve only parameters and data

related to one 'station'. Therefore such operations can be performed bv

a processor near or at the sensor site, and only some preprocessed results

need to be communicated to the central station, or a user on the network.
The detection and tracking of low flying aircraft and cruise missiles

is one example where distributed sensor networks are of interest. The

sensors can be active or passive, but the generated amount of data is

larze compared fo the number of parameters or states to bHe estimated.
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When we have a completely centralized scheme, i.e., all the data is
communicated noise free from the sensors to one location, then it is
well known that the minimum error-variance state estimator is given by
the Kalman-filter for linear models.

Other applications - as in power systems - deal with the state
estimation of a large number of interconnected subsystems. Many attempts
have been made in the past to decentralize the Kalman-filter, and both

optimum and sub-optimum algorithms resulted [3].

In this paper we shall have a closer look at the possible distribu-

ted forms for optimal estimation and detection problems. The basic

questions are: What information should be exchanged? How should it be
combined,

Section 2 handles the simplest case of parameter estimation, or
systems with no dynamics, introducing the basic tools in more detail and
providing the most insights in the distributed aspects.

Section 3 extends these results to systems with dynamics, e.g.,
tracking problems, for which an optimal step-by-step update of the esti-
mates 1s demanded (i.e,, getting real time estimates),

This requires substantial communication, and the problem was treated
by Spever 4] and others [5,6]. However, the algorithm proposed by Speyer
implies the knowledge of the measurement parameters (H(i),R(i)) of each
substation beforehand., This is an unlikely situation in many applications,
for instance when the sensors are mobile and the measurement parameters

dependent on the coordinates of the node., We present here an alternative

(3]
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algorithm that does not require this a priori knowledge but by necessity
then results in a higher number of data to be transmitted. In Section 4,
we shall look at a distributed batch-processing algorithm., This is appro-
priate if one does not need estimates at every time-point, We give a
development of such optimal "block" processing based on our scattering
approach [7] in order to gain more insights in the various possible forms
of distributing computations and exchanging information, i,e., measured
data or partial estimates,

A brief discussion of the static and dynamic detection problems is
presented in Section 5, Features of the algorithms are reconfigurability,
reduced communication requirements and survivability (i.e., robust, sub-
optimal by partial breakdown), Flexibility from the user's standpoint

can be incorporated in a hierarchical system design (local regions, area

coordinates, etc,).
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2. PARAMETER ESTIMATION

This discussion is focused on algorithms that lend themselves
naturally to distributed processing. We shall first consider the static
estimation problem, since it leads to the simplest example of a distri-
buted estimation algorithm, and will therefore give the most insight into the
problem of distributed processing. These results will be used in Section 3.

In this problem, x 1s an n-dimensional vector of unknown para-
meters, which we would like to estimate. We will assume that all the
information that we have about x are some (noise-corrupted) measurements,
and some a priori information. Suppose that the uncertainty in this a
priori is specified in terms of the second moment of x. The prior

information about x 1is then given by

2.1)

1]
]

E{x]

[}
—

- E[io§;] (2.2)

where E denotes expected value. In the rest of this paper, we assume

for simplicity that X, = 0. The measurements are situated at disjoint

e
]
3

locations Ni’ i=1,...,r. This may be disjoint in space (disjoint

. A
e .t
2l v T

ey

sensors ) as well as in time (as is the case in batch processing of repeated

measurements), or a combination of the two. We do not have to discrimin-

ate between space and time here, because in this problem, no dynamics are

involved, and therefore, there is no time evolution. We shall refer to

. Ni as 'station 1i'.

Let N, have p; measurements, modeled as:

y(i) - gy s D ; 1=1,...,r (2.3)

where H, 1is a p,*n matrix, denoting an 'observation matrix' that




f
,
]

e G ncon 8 R AR
L IR

l. P"—,?“
‘n'l‘c a o

.
ey
" s

R4 :'

I3

(O

"_-1.'1"1
.

¢ r'r}
l'..‘

‘3
te

depends on the node (or station) Ni' The term vy represents the
measurement error, and is modeled as an 'observation noise'. We shall
assume that the Py measurements at Ni are unbiased, i.e.,

E v(i) = 0, and that further the observations are uncorrelated, and
'reduced' (i.e., have unit variance) E v(i)v(i)' = I. These assumptions
entail no loss of generalization, since we can always preprocess the

data for an arbitrary measurement error variance, provided that this

variance is nonsingular. Indeed, let in general E v(l)v(l)' = RV , then

i = R;llz yi are the 'reduced' observations, because then:
- . _ . A —s s
z, = (R 1/2 H(l))x T R A =1 Vs CO N YY)
1 v v
where
RGO R;l/z v = o 2.5)
gy (Dy®- R;l/z v R;T/Z I . (2.6)

It is clear that this preprocessing involves only one station, and there-
fore can be done locally, without any communication with other locations.
Also v(i) is assumed to be uncorrelated with the parameter x, and
all measurements performed at stationms Nj y J # 1.

With respect to a spatial distribution of the Ni’ it means that
the measurement errors at one station are uncorrelated with the errors
at another station, in most cases, a quite reasonable assumption. If
we consider temporal distribution (batch processing) it means that the

measurement errors in one batch are uncorrelated with those in previous

batcnes. For the moment, we will leave the idea of distributed organi-

zation, and present the optimal solution without decentralized considerations,
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Define:
-y(l)- PH(lﬂ Pv(l)_1
. y = E , H = 3 , Vv = E 2.7
Ly(r)_ LH(r); i V(r)-

so that the 'global observation' equation becomes:
y = Hx+v (2.8)

It is now well known (e.g., see [8,9]) that the linear-least-mean-square

estimate of x given y 1is given by:

& = (Exy)Ey) Ly 2.9)

By direct verification, it is clear that:

Eyy” = HIH +1
Exy” = IH
< So
~ - » —l
x = [[H'HIH +1I) vy (2.10)

After combining the a priori with the observations, the remaining

uncertainty in x 1is given by:

P = E(x-x)(x-%)
which after some algebra yields:
5 P = NT-TH@ETH + ) L HT (2.11)
s Using the matrix identity
- @)l - aTlaaTlsec hiaTie) T ima?
°
- we obtain (2.10) and (2.11)
. -1, 5 (DY E ). (1)
x = (7t + 7 a'Pewtt " (D @i
i=1 i=1
-1 5 (D). (D)1
p o= (177« T owtwt? : (2.13)
i=1
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We can now compare the use of formulas (2,10) and (2.11) with those of

(2.12) and (2.13).

In case the observation matrices are known a priori by the central
processor, then each station only needs to send the observed data, or its
equivalent. Under the assumed kncwledge of H, the posterior error
covariance P can be gzscomputed by either (2.11) or (2.12). The story
is different for the estimates, Either each node transmits its Py data
to the central station, which combines these according to the formula (2.10)

L) & (1), (1)

or each station precomputes a ''partial estimate' (or

PH(i)'y(i) in case all nodes have a "'copy" of the observation model

(2.8)).
LA

The first method results in Z:pi = p'r data transmissions (p 1is
the average number of observationsi_;er station) while the decentralized
computation scheme requires only nr data transmissions, Savings in
communications are thus substantial in a many-observation situation (i.e.,
p > n). This is even more so if the observation parameters from each
node have to be communicated, As indicated by the summation over i, the
formulas (2.12) and (2.13) lead naturally to a distributed schéme.

z(i), each node X also forms the

i
z(i) and L(i) are

Now, next to computing the

L(i) = H(i)'H(i) of dimension n x n. Then

matrix

transmitted to the central processing station. Note that because of the

i +
svmmetry of L(l), there are only Eﬁ%—ll independent quantities. Thus
2
node Ni transmits n + Ei%tll = %? + % n numbers to the central pro-

cessor instead of Py (from the data) and np, from H(l). The central

i -1 L
processor then adds the L( ) to 1, computes this inverse, and

Z(i).

post-multiplies by the sum of the

I




In the case of a spatially distributed system, we have savings in

data transmission with distributed processing (versus centralized) if

n n ‘s n
> =+ — i i o, ;
Py > 2% o4l which can be simplified to P; 23 1 (since n and
p. are integers).
i
n2+3n
The total over all r stations involves: T —3 transmissions
r
for the distributed scheme, versus Z:(n+LXpi = (n+l)p for the trans-
i=1
mission of the data to a central processing unit. Again the trade-off
2
is: 2 ;3n < (n+l)p or roughly: %-> % + 1, If we consider the batch

processing, the above holds if we substitute ’'number of transmissions’

by 'number of memory locations,' Of course, computational costs and trans-
mission costs may be weighted differently, so that the trade-off between
communication load and the computational burden at a station may be

expected at another value of p/r.

There are very many details that it will be necessary to deal with
in any actual implementation of an algorithm such as the one described.
To mention a few of the possible refinements, we can, instead of having

all r stations transmitting to the central processor, have a tree-type

communication network, e.g.,
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or, even simpler, a 'linear'structure

T

In the latter, all stations compute their z(l) and L(l), but now,

station N2 waits for transmission until it receives z(l) and L(l)

and computes
(2)
(2)

7@ . @

() (L

+ 2z

1 (@)

across to (3) instead of =z y2 ,

—(2) —(2)

Now it sends =z and L

LD L@

, thus 'compressing' the data. Clearly, there are again

£ nzn 2) transmissions needed, but depending on the sequencing, the

distances involved might be shorter, and also more processing goes on at

(8

the nodes 2 to r, and less at the central coordinator. In case of a
1
LD

T
.
Il
g
W

temporal distribution, this is even clearer. From the first batch

(1)

and L are computed and put into memory (the line in the figure denotes

‘. l’ .
AR
LA A

now temporal evolution rather than geographical routing). When the second

®.

) . 2 2

-,} batch is processed, the z( ) and L( ) are added to the contents of
BN

vl the memory, and therefore can be stored in the same memory unit. Appen-
o

PN

dix A describes a further refinement for the computation and possible

, i ;
reduction in the transmission of L( ) using square-root methods.
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3. THE DYNAMIC ESTIMATION PROBLEM: REAL TIME UPDATES

3.1 Problem Formulation

SN ASE A A '.!4

We consider here the state estimation of a linear dynamic system.
i We shall only be corcerned with the discrete-~time formulation of the
problem, undoubtedly the most practical for digital computer applications.

We assume that the knowledge about the initial state of the system can be

e -
T
T,

T .,
oo r‘,-; i

modelled with a Gaussian distribution, as we did in the previous section

(the a priori knowledge of x). The inputs to the system are supposed to

. be purely random, uncorrelated with the initial state (xo), and are
i

i modelled as "white noise."

- Let the state model be:

'. . Xepr T FeXe ot U (3.1)

RACF AR

with X, the unknown n-dimensional state at time t, under the assump-
. tions:
® -~ N < .
N *0 [%5s Mol (3.2)
. .
[ u, ~ N[O, Qt] (3.3)
; and
= E(u, u;] = 0 1if t#s (3.4)
¢
- E{u, x{] = 0 for all ¢ . (3.5)
~ The nodal observations form a time-sequence, where at each time instant
[
o t we have:
: 10

N T T e L T T L el T L
R TR i Syl A e s e e




(1) (i)
t He & x¢ + vy ;

yees,T . (3.6)

For generality we consider time variable observation noise characteristics

E vii) = 0
(L () _ (1)
E Ve vs = Rt 5ts (3.7)

A special feature of the decentralization of the sensors is the fact that
the measurements are completely independent and therefore that the noise
at different nodes are independent:

LD (D _

E t ]

0 ¥ t,s if i#j . (3.8)

The last assumption that we shall make is the unco.'relatedness of plant-

and observation noise:

(l)u’ 0 ¥ t.s:

t < = ,S; ¥i . (3.9)

Defining the quantities Ve Ht’ and Ve for each time instant as in (2.7),

then we get the time-indexed equation (2.8):

Yo = Hx o +v, . (3.10)

By virtue of (3.7) we have the combined noise characteristics:

Ev = 0

=1
<
<
n

1) ()

Blockdiagonal LRt cROTIS

.(3.11)
s

l

11
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The optimal solution of this estimation problem is given by the well~-

studied Kalman filter (e.g., see [8]). This gives a step-by-step

up-dating method which incorporates a ''time-update' and a "measurement
up-date."

(i) (1)

3.2 Decentralized Estimation with Known Observation Parameters Ht LRt__

In the context of stochastic control, Speyer [4] recently gave a method

for a distributed optimal step-by-step solution. Since there the goal is

to make a robust optimal decentralized controller, a '"best'" estimate is
necessary at each node Ni. In case a node is isolated from the network,

a "local" Kalman filter gives a local (sub)optimal estimate, and this is
used for the state feedback controller. With the network available, addi-
tional outside information is used to upgrade the estimate. In order to
accomplish this, Speyer’s algorithm requires each node to compute another
n-dimensional vector based on its local data. The local estimate and the

additional vector are released to the network and all nodes or a central

node that have access to these 2n-r parameters can combine these to find
the optimal estimate (thus coinciding with the estimate, computed from a

"global' Kalman filter).

For completeness we give here the algorithm in a slightly modified

fashion, but equivalent to the original. The details of the derivation can

be found in [4].

First, eaéh node computes the local estimate, based on Zii)=(yéi),...,yii)} §

by a local Kalman filter: 3
2

;Eiilt = Ft§éii_1 * Kii)(yii)-ﬂii)iiii—l) (3.12) i

b
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A (1)

= X

*o] -1 0
(i) _ (1) (1), (1) (1) (1), (i), -1
Kt = Ftpt't-lﬂt (Ht Ptlt-lHt + Rt ) (3.13)
(1) _ 1 -, L) (D) () (1), (1), (1),
Peer]t = FePele-1Fe * Qo ~ K T P B Ry K
(3.14)
1
Pol-1 = Mo

There are many other ways to write the equations (3.12) to (3.14), which
is optimal is not the issue in this paper, since only local processing gets
involved. The local estimates of (3.12) are now combined to form the

r .
estimate given all the data Zt = U Zil) as:
i=1

r .
. _ (i) -1 (1), (i) -1 (i), -1~ (i) (1)
a1t - Tt i_~1Pt|t Ept|t-1) FHCTIRET) HOOF R ] ¢he
(3.15)
where pt|t is the global filtered estimate error covariance
pir = Pl . ;:(H(i))’(R(i))—lH(i) (3.16)
tlt T Tt]t-1 T S e t t '
i=1
’ . = .17
Pee1ft FPeleFe * % 7 Poja 0 (3.17)
and hél) is the additional data-dependent n-vector which is locally
updated from:
(1) (1) _(D) () ()
ht+1 - At+1ht * Ser1¥te1] t ' hO =0 (3.18)

13
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where:
A, = PPy, .F (3.19)
t T Tt]tTt]t-1"¢ '
(1) -1 (1) -1_-1 (i) -1
= P -
Te Pl Pe) e-1FePe-1] 61 Peo1f 61’ Fem1™Fel-n) | -€3-20

In the original paper Ft was taken to be constant. The method fails

when Ft is singular at some time. As indicated earlier, only data

acquired at node Ni is needed for the calculation of xéi;|t and

h(i) but the computation of h(i) assumes the knowledge of P and
t+1? t+1 t|t

Ptlt—l a priori, through the formulas (3.19) and (3.20). From equation

(3.16) this boils down to the a priori knowledge of the observation process

of all nodes Ni!

Another disadvantage of this method is the fact that by breakdown the
computed best global estimate is no longer (sub)optimal, although locally
suboptimal estimates are computed. Indeed, if as suggested by Speyer the
Pt|t and/or Pt]t-l are precomputed and then fixed, the global estimate
(3.15) will only be optimal if all terms in the summation are accounted

(1) (1)

for (i.e., if all nodes communicated their §t+llt and h *'). A modifica- ]

tion which would still yield suboptimal global estimates will have to

compute the in real time and based on the effectively linked stations

pt|t

in the network at the given time. This will again require transmission of
this real time computed global error-covariance to all nodes, so that robust

estimates can be formed. We can conclude that the above-discussed algorithm

A ALm A P 4 e . w . w m.mm

is efficient in the context of distributed control, where it is the goal to

obtain fault-tolerant local controllers, which were suboptimal when there

was a breakdown in one or more of the links of the system. The algorithm

14




is communication cost-effective if the observation parameters are known

a priori. The global estimate is not robust.

3.3 Decentralized Estimation with Unknown Observation Parameters

If we pursue a different goal: an optimal global estimate which
remains suboptimal when data from one or several nodes is interrupted, and
which requires the least amount of data transmission, the following algor-
ithm can be used. The development is along the same lines as in Section 2,
although the results are believed to be new.

To account for optimality in the presence of failures, we will assume

that the number of participating nodes is time variant. Thus in (3.6) we

set r = r(t). Moreover, we will assume that only at time t, the value of

r(t) 1is known. 1In this situation, the global error-covariance P cannot .
be precomputed as is needed in Speyer’s method. We will give the solution

for the time update and the measurement update separately, basically because

for the latter, we can use the results obtained in Section 2.

Measurement Update

At stage t, we suppose that 1r(t) stations perform the measurements
(3.6). Previous to this the best estimate (globally) of the state vector

x(t) is ﬁ(t|t-1) (i.e., the optimal estimate given data up to t-1) with

error-covariance P .
t] t-1

First, we reduce this problem to the parameter estimation problem of

Section 2. Introducing ''normalized' observations:

(1) 2 (D)_.-1/2, (1) (D (.
o = TROTTT(y M (e[ e-1)) (3.21)
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we obtain:

e
't

and it is

(i) '1/2 (1)

= [Ry 7] (x(t) -x(t] t- 1)>+rR(1)] 1/2 (1)

N (3.22)

LN 4 2
easy to check that the a priori =x(t|t-1) = x(t)-x(t|t-1) has

zero mean and covariance Ptlt-l while the second term in (3.22) satisfies
s =(1) =(1) .
the conditions (2.5) and (2.6). Defining He and v as in (2.4),
the equivalent measurement is:
Wil) = (I)N(tlt 1+ vil) : (3.23)
From Section 2, the measurement update -- incorporating the measurements
at time t -- yields by definition the estimates %(tit), and is given
by equation (2.12)
r(t) r(t) .
Tl = el o+ v g4 (1)) > g, MW (3.24)
t]e-1 | t & By
i=1 i=1 t
or, after back-substitution to the original parameters:
r(t) N r(t) ; .
~ —1
+ ptlt 1x(t[t 1))
(3.25)
1f, based on the (global) estimate x(t]t-1) and the data yél), we want

a ""local”

PP T Y T I WUAY, VOO, S W Sy S

estimate at node (i), then we have:
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-1 +H(i)’(R§i)

-1 (i),-1
tlt-1""t He )

. (i),(R(i))-l (1)

Q(i)(tlt) = (P ¢ ¢ Y

tl t"l ( ’

The error-covariances of the global and the local estimate are respectively:

-1
r(t), (i) (1),-1 (1)
-1 H""/(R_ ") "H

Poly = Ptlt-1+;D t t t (3.27)

i=1
p) el g g (9)y-1, () N (3.28)

tlt t| t-1 t t t '
Remark 1: We assumed that the global estimate Pt]t—l is always available

since this was our prime goal. Local estimates are not necessarily

computed.

Remark 2: From (3.27) and (3.28) the following relation between local and
global estimates can be proven:

-1

-1
+ (1-r(t))Pt|t_ (3.29)

1 .

It is now clear what preprocessing can be done locally in order to

compress the data. At each node, the data vector yEl) and parameters
(1) (1) . : " "
Ht and Rt are combined to retain the '"'compressed' data:
(1) & (1), , (1) -1 (i)
= H .
z, ¢ (Rt ) V. (3.30)
and
17
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= (1) & (1), ,, (1), -1, (1)
. L, = H ’(Rt ) H . (3.31)

5

Several different situations may occur, whether or not the communication
between the central station and the link Ni is two-way, one-way or

broken down.

CASE (1): Station Ni is linked to the network and global informa-

tion is accessible.

According to (3.28), Pi?i

can be computed at Ni’ and a local

estimate (3.26) may be computed 'for later reference” (i.e., if at the

rext step the station should be disconnected from the net). To the central

station, or one of the nodes performing as such, zil) and Piii or
* Lil) is sent. The latter matrices are symmetric of size n x n. There-
. n(n+l)
fore they contain only — independent parameters. Ir total
Eﬁﬂgll + npi parameters have to be transmitted.

N
ML

CASE (2): Station Ni is linked to the network, but has no informa-

X
L

\J

b

tion back from it.

iR 4

: In this case the local error covariance cannot be computed. Thus zii)
E and Lii) have to be sent. A suboptimal local estimate can still be

% calculated. In many cases some a priori information about X, will be

- available (e.g., from a previous time update). If absolutely nothing is

known, it means that the a priori estimate can be arkitrary, but with

- infinite variance. This is equivalent to setting ptlt—l

equal to zero
in the formulas (3.26) and (3.28).

The local estimate is;
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xPeeley = EGH D @M (3.32)
where we set:
Fejp = Ao @) o LY (3.33)
Thus Léi) is to be interpreted as the local error-covariance in the

absence of a priori information,

CASE (3): Station Ni does not contribute to the network,
Local estimates can be updated (suboptimal) with or without the
access to ;(tlt-l) and ptlt-l' At the central node, global updating

only accounts for the cooperating nodes, i.e., the cases (1) and (2)

above, If nodes Ni; i=1,.,..,r(t) are these cooperating nodes at t,
then equations (3.25) and (3.27) (or (3.29)) are used to compute a

global filtered estimate,
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Time Update
The next step is to compute the new predicted estimates ;(t+1’t)
from the filtered estimates §(t!t). Given all data up to time t,

we write from (3.1 )

A

A A
Xearlt T FeXer * Uit . (3.34)

Since u is uncorrelated with the previous noise u and vy for

t

s < t, and with ;O’ we have that Gt £ = 0., The time update is
therefore simply:

x F,X 3.35

eellt T Tt¥tt (3.35)
and

- !
Pear]t = FePelefe + % (3.36)

for the global estimates, while the local time-updates are:

A(l) A

Xeelle = Fe¥ile (3.37)
(1) _ (1),

Prale = FePelefe * % . (3.38)

If the emphasis is on an optimal global estimate, the centralized node
updates from (3,34) and (3.35). A reason for local computation of
estimates 1is for robustness and optimality, If for instance N1 is

cut-off from the network but local estimates are updated, then the global

estimate can be upgraded with this "combined" information at N, as soon
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as the link is restored, and thus not all the data is lost.

The above discussion indicates that there are many ways of organiz-

ing the data traffic, and it seems fruitless, if not impossible to give
all details,
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4, THE DYNAMIC ESTIMATION PROBLEM: BLOCK PROCESSING

4.1 Problem Statement

For the problem, described in Section 3,1, we give here an optimal
solution in case one does not need the estimates at each time instant,
or in case the communication is impossible during intervals of fixed

length, In the previous section we mentioned the case of an "isolated"

node, During its cut-off time, the new incoming data was gathered and

processed to update the old local data. These resulting data were trans-

mitted at the time the link was restored, and incorporated in an optimal

"forward" way. At that point the globa  estimate will not equal the
optimal estimate provided by the Kalman filter that had access to all
data yt at time t! This loss of accuracy is balanced by a gain in
communication and time., Indeed to provide the best estimate given all
the data, including the batch of missed data, the global estimator
would have to recompute previous error covariances and estimates, thus
momentarily slip back to the instant the node was cut-off and reprocess
the accumulated data step-by=step.

We present here an alternative method for the case where the system
parameters are a priori known, and each node has a copy of this available,
The data is gathered in batches at each node, and synchronized with all
stations at the end of the interval, the accumulated processed data is
sent to the global estimator, which then proceeds to compute the optimal

global estimate, For the development of the algorithm, our scattering

approach to the filtering and smoothing problem is used [7] since it

provides a direct insight into the method.
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4.2 A Distributed Block-Processing Algorithm

r

. . A .
We have seen that the quantities H'y = Z H(l)’y(l) = Z z(l)
s’s s S . s
i=1 i=1
r . Yy A r .
and HIH_= ) g g 2 ) L% Jead to a distributed computation
s's j=1 S s jo1 S

in a natural way.

In a step by step updating algorithm, then,we compute locally the
Lii) and zéi), transmit these data to the central station, where now
the updating occurs (i.e., one 'layer' is added to the scattering picture.)

Further distributing is possible if we can divide the whole estima-

tion interval (t,t) up in some subintervals of each, say, o steps long.
The ¢ elementary scattering layers can thus be combined to a scattering
layer representing such a subinterval. The parameters' are:

d(st0,s) P(s+o,s)
S(s+g,s) = (4.1)
~-O(s+o,s) Y(s+0,s)

These parameter-matrices can be computed if (FS,GS,HS) is known.
Further, we can also combine all sources into a q;(s+0,s) and

+
qo(s+G,S)-
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Suppose now that our model is stationary. Then for each 'time slot'

the ¢,P,0 and ¢ = $  are the same, and so are the gains GI and

Gi i=1,...,0 where we define

o-1
+ +
q (sto,s) = E G, + z(st+i)
o & i
i=1
(4.2)
q (st0,s8) = ] G, - z(s+i)
o . i
i=1
Now, we let each station compute locally: q:(l) and q;(l) in a certain

subinterval (say k) (which is done sequentially). At the end of the sub-

(1) +(1)

interval (of length o) the "data" q; and q from all stations

Ni are transmitted to a 'central location', where the data is combined
and the whole scattering layer is formed, i.e.,

-(i) + _F +()
e % %o = L 9 (4.3)
i=1 i=1

AQ
o |

|
[ la]
-

While the stations proceed now gathering more data and computing the

- + . . .
values for 4, and q, in the subsequent subinterval, the central station
combines the (combined) picture of the previous k-1 subintervals with

th

the k one, thus obtaining the ¢,w,P,O,q; and q: over the interval

(t,t+kc) (Fig. 4.1).

-t

A Y
+.

SO(T+(k—l)O,T) So(r+ko,r+(k-l)c) SO(T+kG,T)

e

Finally, when the last subinterval is processed, the 'boundary layer'
representing the initial condition is attached, and the estimates are
computed. We can represent the above procedure on a space/time flow-
chart, the vertical direction being time, the horizontal direction the

space. For clarity we onlyv display one substation; (Fig. 4.2),
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Figure 4.2
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The Algorithm:

1) Precomputation of the ''Data-Gains' and "Block Parameters"

If the parameters are not constant, they have to be recombined in
each interval by iteration of the scattering formulas in order to obtain
the "block-scattering parameters' subject to the initial conditions
(7]. 1In Fig. 4.2 this is indicated by the box containing (»,0,P,¥).

The gains G;; Gs for s =1,...,0 are also obtained by iteration [7].

All nodes are supposed to have these parameters available,

2) Local Data Processing

i -(i
At the beginning of each block we reset q:( ) and qs( ) to

zero, As data comes in, we proceed step-by-step

MCONNAC MY

s s 5

+
EICONNNE O RPN ES
s s s s
i -

until s =g when the contents of q:( ) and qs(i) registers are

sent to the central station,

t
3) Central Computation (k B Block)

The new block is added to the previously combined k-1 blocks. As

"

shown in Fig. 4.1, the composite is given by the Redheffer "star-product

[107:
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a b A B A(I-bC) "a B+Ab(1-Cb) 1D
* = -1 -1 (4.4)
c d cC D c+dC(I-bC) "a d(I-Cb) D
The internal "sources' are similarly combined:
Q" A a* ol I I A(1-b¢) L (gt +brT)
e N T P B 1 - . (4.5)
Q q r q d(I-Cb) “(r +Cq )

A
Finally, the filtered estimates x(tlt) at the end of the kth block

are found by "appending’ the end-conditions A(t|t) = 0. The initial
(""boundary layer" accounts for the a priori knowledge. This layer is

represented by:

=1]
"

(4.6)

Comparison of number of data transmissions in Section 4 and Section 3.

1. Step by step Kalman Filter.

n(n+l)
—————2 +

Thus, in total for an interval of length t - T

Each sampling instant requires n numbers to be sent.

) n2 + 3n

# o= (t-7T) 2

2. 'Partitioned’ filter.
(Note that we discussed the smoothing problem here, but the filtering

formulas, and therefore the procedure, are identical in form).

There are now transmissions required of the 'data'

]

-+ -
9, and q 2 vectors of size n. Thus:
)




5. DISTRIBUTED DETECTION ALGORITHMS

A common problem in sensor-systems is to decide whether a signal is
picked up, imbedded in noise, or if we only "observe" the noise, These
signal-detection problems arise in radar, sonar and seismic sensors.

There are two hypotheses:

H : signal plus noise is observed;

H_: noise only is observed,

More general we shall consider the case where there are M hypotheses.
The observations are then likewise used to decide which of the M models
corresponds ''best" to these data. There are many other applications for
hypothesis-testing; for instance: component failure detection, pattern
recognition, system identification [9]. Details on the theory can be
found in many books, e.g., [9,], [11], and [12], Here we shall look at

some particular cases,
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5.1 Static Systems Hypothesis Testing .

Suppose again that we have r disjoint sensors Niz i=1,...,r
where observations y(i) are made., Let us have the following M
hypotheses (at each station):
(1) (i) (1) (i) .
Hj Ty = Hj x:j + Vj s J=1,...,M (5.1)
where
x, 1is N(O,I 5.2
3 (o, J) ( )
v‘i) is N(O,Rgi)) (5.3)
J J
(1) (1)
and further x. and vj independent, and vj -independent from all
)
4 .
vk if # 1

Clearly, the hypotheses are about the same (global) parameter x
that may assume the values xl...xM. Therefore if we consider the combined
problem by stacking together the observations from each node, then we

have not Mr but still r hypotheses.
H . y = HX. +V. ) j=1,o'o,i\1 (504)

where yj, Hj and VJ are defined as in (2,7) and

(1) R{r)}

J * e (5.5)

E VjV3 = Block diagonal (r

It is intuitively clear that by combining data from r sensors, better

decisions will be made than if each detector would ''decide'" based on its

29




: t
own data. The log 1likelihood function® §j for the j h hypothesis is

-

L9l

28(y) = 57y (Hjn.Hj + Rj) y (5.6)

where Cj is a data-independent constant determined by such factors as

a priori information on the probability of the hypothesis and the penalties
for incorrect decisions. In general, the decision is then to take the
hypothesis ﬁk if j=k yields maximum §j(z). For a binary decision
(M=2) the log likelihood ratio £ 1is more useful:

L(y) = gl(y) - §z(y) . (5.7)

The equivalent decision rule is then to compare L(y) to a threshold A
which depends again on the a priori probabilities and the costs of incorrect
decisions,

Choose ﬂl if A(y) = A

Choose ﬂz if L(y) < A .

The similarity in the forms of equations (5.6) and (2,10) illustrate the
close relation between detection and estimation, and accordingly distributed
schemes exist,

Equation (5.6) can indeed be rewritten as:

-1 , =1 -1 ., -1_.-1
2:8 (y) = c.-y'R.7y - y'R.7H. (M “+H'R,H)
y Y RSY - yORSH,

-1
H.R, (5.8)
JJ J v
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This form makes clear how the computation may be distributed using methods
very similar to what we used in the estimation problem. The local camputa-

tion at node Ni involves:

Lgi) - (i)/(R(i)) (1)
J J "3
Ll;1) _ y(i)’(R§i))-1Y(i) S d=l,...,M (5.9)
@ Wy (1) -1 (1)
Zj = Hj (RJ ) Ty

The central station then assembles the log likelihood functions:

r r
269 = cue T oM (T j‘i) (r-l, T (Z “)) (5.10)
J J i=1 J i=1 i=1 'J i=

and compares them again¢ each other, to decide which hypothesis should be

taken,
i i i
Transmission of the L; ), u§ ) and z; ); i=l,...,r; j=1,...,M

. n(n+l)

involves maximally M — + 1 + n) parameters compared to the

r r [ py (p,+1)

T op, +M 2z p,0 +— that are required for efficient transmission
i=1 * i=1

of the y(i), Hji) and Rgi). From the point of view of data transmission,

one prefers distribution if:

r

n2+3n+2 S (2n + 1 +2A) L pi+z p
i=1 i=1

2
i . (5.11)
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m : 5.2 Dynamic Systems: Hypothesis Testing

Just as in the static case, we may expect a close similarity between
estimation and detection and thus the aspects of distributed processing
can also be fruitful in this case,

0f particular interest are the applications to system identification.

Suppose we have M hypothesized linear system models:

Y x(t+1)

= F. (t)x(t) +u (t) ; j=1,...,M (5.12)
g J J
@ y M) = HJ(.i)(t)x(t) + V§t) ;o i=l,...,r (5.13)

with: uJ(t) = white noise with zero mean and covariance Qj and x(0)
normally distributed with parameters (O,IIO). The assumptions on the

observations (5.13) are as usual, and we may again combine them as in

(5.4).

A decision at time t 1is essentially based (see [9, p. 286]) on
computation of the M 1log likelihood functions, and on subsequent compar-
ison.

The §j(t) are given by:

t
- (y(E)-H ()%, (¢]t-10)" (&, ()P, (] t=1)H! (D4R, (£))"}
3 J J J J

F‘ éj(t) J

@ s=1

-(y(t)—Hj(t);j(tlt-l)) (5.14)

-
VYT vy

A
where xj(tlt-l) is the predicted estimate under the hypothesis }. and

s

P,(t|t-1) 1is the corresponding error-covariance.

J
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Various distributed algorithms for the estimation were already consid-
ered in previous sections, and (5.,14) can again be rewritten involving the

r r r

sums Z:zgi)(t), Z)u(i)(t) and Z:Lgi)(t). We will omit the details,
1=1 J 1=1 J 1=1 J

We end this section with the observation that in the case of non-a priori

knowledge of H and R, the detection problem requires the additional

scalars "' which were not needed in the corresponding estimation problem,

(1 1)
3 and RJ ’

the data can be processed optimally in batches as in the estimation problem

In the case of a priori knowledge (hypothesized) of H

of Section 4.
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6. CONCLUSIONS

Some algorithms for the distributed estimation and detection of both
static and dynamic linear models with Gaussian modeled uncertainties were
presented, The emphasis was on global estimates and decisions rather than
on the local ones, The detection algorithms were shown to follow in a
straightforward way from their estimation counterparts. Based on our
scattering approach we derived an optimal distributed block processing
algorithm for the case where each sensor has a copy of the system, These
results are believed to be new, Further a new step-~by-step procedure in
the case of unknown observation parameters was developed. It allows for
reconfigurability and survivability as the number of participating nodes

may vary, while still suboptimal global estimates are given, If the

global estimate and covariance are fed back to the nodes, virtually every
node can perform the "centralized" computations, thus providing failure
robustness, Finally, prprocessing at the sensor location may enclose some
valuable information about the sensors or their location, a welcome feature

in some applications,
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APPENDIX A
A note on the transmission of the quantity L(l)

We assume that x and y(l) are respectively n- and P~
o (1) _ (1) | .
dimensional. Then H has p;'n parameters. L is a symmetric

+
nXxn matrix, and therefore contains Eiﬁzll independent parameters.

For this we could for instance take the lower triangular part of
L3 (1)

, denoted as ([L (Thus an additive decomposition of L

(1)

(i)] )
+° ’

or we may consider a multiplicative decomposition of L into its
Cholesky triangular factors. We shall consider in greater detail why

we might do this.

1. Additive Decompositions

(i)]

Obviously to get [L from L(l) no additional computation at

+

station Ni is required. If at station Nj the information of station

Ni is to be added to the local information, then simply station Nj

performs:
i) L(J) - [L(J)]+ local information
ii) [E(J)]+ = [L(J)]+ + [L(i)]+ updating with information
from N,
i
n{(n+l)

Again step ii) is a simple set of additions of scalars, and

2

the result is in a direct transmittable form. The 'end station' needs

to reconstruct the L from the [f]+: this is a simple information shift.
A note about secure transmission: For instance, in a tracking problem

(1)

the parameters in H depend on the local coordinates of the tracking

station, and in some applications we may want to keep this secret.

But now:




oA pi

L (1) - (1) (@)
L ) Z Hoo Heo k > 2 ,
A m=1
; This yields Eﬁﬂ%ll equations for the p,n unknowns Héz)

) n+ . . . : .
. If Py 5_—E£ these nonlinear equations can be solved, at least in principle,

. revealing the H(l)

- Wi Remember, however, that we opted for a distributed processing

. n P s .
if pl.3 5 + 1. To keep secrecy, we can inject redundancy (i.e., aug-
[ menting pi). This has no additional effects on the transmission require-

ments, although it increases the (local) computational burden to compute

L(l). Another possibility is to scramble the transmitted data [L(l)]+,

but then it has to be descrambled.
-; 2. Multiplicative Decomposition
. Each station does a triangular factorization of the data L(l).
! (i) . - (1) .
oy Let U be a lower triangular factor of L ", then:
:i:
-7 HH = L = UU”
.:‘
h That means that at station Ni, we do not have to compute L(l) actuallv,
f but just a triangularization of H” (by column operations)
o T
® ST 1 1 e

1 (1)

If station Ni transmits the data U to Nj’ then Ni can directly
¢ compute an update U(J) incorporating his own data H(J). Indeed,
- performing column operations on the array vields the lower triangular .
ﬁf factor U(J)
° . :
. (1) :+ () (3

] . 4
o, ot wt) 1w 0]
04 Py
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So, local information processing and updating (or combining) can all be
done in one step. Further, if

- -

HH = UU

then U 1is of the form

p
Let p be the number of nonzero columns, then p is the number of

observations at the station, and these p columns are a scrambled version

of H”. But again since H’H is then known, we can solve for H if

n+l
Py 77 -
Similarly, if we know the incoming and outgoing U to a station,
then:
ey (@ _
N, > @@ _ y@y@. Gy (3
and H(J) can be retrieved if the number of nonzero columns in the tri-

angular factorization of U(J)U(J)’ - U(l)U(l)‘ is less or equal to

n+l

5
Thus sending the parameters in 'square-root' form does not provide

us with higher secrecy nor simplicity, but might be preferred if the

! inverse of a triangular matrix is found by simple substitution, and the
- . . -1
- inverse of the square root of M 1is the square root of M ~, whereas
g . R |
" in general [M] =~ # [M ] .
- + +
L4
..'.‘"v
b A.3
-
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